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Abstract:  The approximation by product means in the variable exponent Lebesgue spaces is 
a problem that has not been addressed before. With this motivation, in this study the speed of 
approximation of the functions of class 퐿푖푝(훼, 푝(푥)), (0 < 훼 ≤ 1) by some product means is 
obtained with the parameters in the method used as envisioned by Hardy and Littlewood in 
1928. 
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INTRODUCTION  
 
 In 1928 Hardy and Littlewood [1] stated without proof that the speed of approximation by 
trigonometric polynomials of degree 푛 to the functions of class 퐿푖푝(훼, 푝) for 푝 ≥ 1 and 0 < 훼 ≤ 1 
is possible with error 푂(푛 ), where the big 푂 notation is Landau’s symbol. In 1937 Quade [2] 
discussed this theorem for some trigonometric polynomials and obtained various results. In the 
following years this problem was developed and handled by many mathematicians [3-8] and some 
results were obtained in accordance with the theorem laid down [1]. A similar problem in the 
variable exponent Lebesgue spaces was first addressed by Güven and Israfilov [9] and the speed of 
approximation to functions from the class 퐿푖푝 훼, 푝(푥)  was evaluated by using Nörlund and the 
Riesz averages. There are various studies on approximation with trigonometric polynomials in the 
variable exponent Lebesgue spaces [10-15].  

Another method used in approximation by trigonometric polynomials in the Lipschitz 
classes is the product means dealt with in the next sections. It is also quite common to use the 
product means in the study of approximation problems [16-19]. However, approximation problems 
with product means have not been discussed in the variable exponent Lebesgue spaces before. 
Therefore, considering the approximation using the product means in these spaces has emerged as a 
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problem worth examining. In this study we introduce new ideas about dealing with similar problems 
in such spaces by other product means. 

 
PRELIMINARIES 
 

Now let us give the concepts we mentioned. 
1. Suppose that ℘ ≔ ℘(ℝ) is the family of all measurable 2휋 -periodic functions 푝: ℝ →
[1, ∞]. The space  ( ) ( ): ( 0,2 )p x p xL L   isğthe set of all functions f  whichğare measurable 2휋-

periodic defined on  0,2  such that ( )p f    for some : ( ) 0f   , where 

 

2
( )

0

0,2

( ) , 1 ( )
( ) :

sup ( ) , ( )

p x

p

x

f x dx p x
f

ess f x p x










   

  



 

and p. The variable exponent Lebesgue space ( )p xL  is a Banachğspace with the norm ( ). p x  

defined by 

 ( )
: inf 0 : ( / ) 1pp x

f f     . 

If ( )p x p  is a constant, then the above norm coincides with the usual pL  norm.ğSomeğdetails 

and furtherğreferences for the spaces ( )p xL  can beğfound [20-22]. Let   * 0,2  be the set of all 

functions  ( 0,2 )p  that satisfy the condition 

   

*
*

0,20,2
1 : inf ( ) : sup ( ) .

xx
p ess p x p ess p x

 
       

If  *( 0,2 )q  satisfies the following condition named local continuity (briefly loc) 

( ) ( ) ln (1),q a q b a b O      0 1/ 2a b   ,   

then locq , where loc  is the set of all the functions satisfying the condition of the local 

continuity. The loc condition ensures that the maximal operator on ( )p xL  is bounded [23].  The 
Lipschitz class in the variable exponent Lebesgue spaces is defined [9] as   

 ( )
( )( , ( )) : ( , ) ( ), 0, 0 1, ( )p x

p x locLip p x f L f O p x            , 

where  

( ) ( )
( , ) sup ( )p x h p x

h
f T f





   

is the integral modulus of continuity of the function ( )p xf L , and here 

0

1( )( ) ( ) ( )
h

hT f x f x t f x dt
h

   . 

2. Suppose that  

0

1
[ ] ( cos sin )

2 k k
k

aS f a kx b kx




    

is the Fourier series of a function f L , where 퐿: = 퐿(0,2휋) is the space of functions that are 2 - 
periodic and Lebesgue integrable on [0,2휋]. On the other hand, assume that ( )np  is a non-negative 
sequence of real numbers. The transformations given by 
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푁 (푓; 푥) = 푃 ∑ 푝 푠 (푓; 푥)                                               (1) 

and 
푅 (푓; 푥) = 푃 ∑ 푝 푠 (푓; 푥)                                                    (2) 

 
are respectively called the Nörlund  means (or Voronoi means) ( 푁 ) and Riesz means ( 푅 ) of 
the sequence  ( ; )ns f  , where ( ; )ns f   denotes the  푛th partial sums of [ ]S f . Here,  

∀  푛 ≥ 0,   푃 =  푝 ≠ 0, 푝 = 0 = 푃  

and 
  푃 → ∞ as 푛 → ∞ . 

 
In (1) and (2) if   푝 = 1, then these methods give the Cesáro mean denoted by  퐶 : = (퐶, 1). 

According to these methods, 퐶 . 푁  is the product of the means of 퐶  and 푁 , and we denote it by 
[17]  

푡 =
1

푛 + 1 푃 푝 푠 . 

 
The 퐶 . 푅  mean is defined in a similar way. It is given by 

푡 =
1

푛 + 1 푃 푝 푠 . 

 
In addition to these two means, the following methods take the problem one step further. 

The concept of deferred Cesáro means has been given by Agnew [24]. The deferred Cesáro mean, 
퐷  , is represented in the form 

퐷 =
1

푏 − 푎 푠 , 

 
where (푠 ) is a sequence of real or complex numbers and (푎 ) and (푏 ) are the sequences of non-
negative integers with conditions 

푎 < 푏 ,    푛 = 1,2,3, …                                                       (3) 
and  

lim
→

푏 = ∞.                                                              (4) 
 
Note that every 퐷  is regular with conditions (3) and (4). Detailed information for 퐷   has been 
given [24]. 
 

Considering the deferred Cesáro mean, the deferred-Nörlund product mean denoted by 
(퐷 . 푁 ) of sequence {푠 (푓; . )} is given by 

푡 =
1

푏 − 푎 푃 푝 푠 (푓; . ). 
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Similarly, the deferred-Riesz product means (퐷 . 푅 ) is defined by  
 

푡 =
1

푏 − 푎 푃 푝 푠 (푓; . ). 

 
3.  The monotonicity conditions on the sequence (푝 ) characterising the Nörlundaand Riesz 
means areaquiteaimportant in determining the degree of approximation. For this purpose, let us 
remember some numerical sequence classes containing the class of sequence satisfying 
monotonicity conditions [7, 25].  

A non-negative sequence (푐 ) is called almost monotone decreasing (briefly (푐 ) ∈ 푎푚푑푠) 
(increasing (briefly (푐 ) ∈ 푎푚푖푠)) if there exists a constant 퐾 ≔ 퐾(푐 ) such that  

푐 ≤ 퐾푐    (푐 ≤ 퐾푐 )    

for all 푚 ≤ 푛. If  푇 ∈ 푎푚푑푠  (푇 ∈ 푎푚푖푠  ) where 푇 ≔ (푇 ) = ∑ 푐 , then we say that the 
sequence (푐 ) is almost monotone decreasing (increasing) mean sequence and denote it by 푇 ∈
푎푚푑푚푠  ( 푇 ∈ 푎푚푖푚푠 ). A sequence (푐 )  tending to zero is called ‘a rest-bounded variation 
sequence (푟푏푣푠)’, which was first introduced by Leindler [25] if it satisfies  

|Δ푐 | ≤ 퐾푐
∞

 

for all natural numbers 푘 where 훥푐 = 푐 − 푐 . It is known that 푟푏푣푠 ⊂ 푎푚푑푠 ⊂ 푎푚푑푚푠 and 
푎푚푖푠 ⊂ 푎푚푖푚푠 [7].  
  With the perspective given in this section we shall present the results related to 
trigonometric approximation of the functions belonging to 퐿푖푝(훼, 푝(푥)),  0 1   space by the 

푡 , 푡 , 푡  and 푡  means for the partial sums sequence of its Fourier series. 
 
AUXILIARY RESULTS  
 

Here we give some auxiliary results that will be used in the proof of the main conclusions.  
Theorem 1 [12].  Letn locp  ,n푓 ∈ 퐿푖푝 훼, 푝(푥) , n0 1  , and let (푝 ) be a positive sequence. 
If one of the following conditions is satisfied: 
 
 (i )    (푝 ) ∈ 푎푚푖푚푠  with  

(푛 + 1)푝 = 푂(푃 )       (5) 
(ii)   (푝 ) ∈ 푎푚푑푚푠,  

then 
‖푓 − 푁 (푓)‖ ( ) = 푂(푛 ). 

 
Theorem 2 [9].  Let locp , 푓 ∈ 퐿푖푝 1, 푝(푥)  andalet (푝 ) be aapositiveasequence.aIf oneaofathe 
followingaconditions is satisfied: 
  
 (i)   ∑ |Δ푝 | = 푂   with condition (5), 

(ii)   ∑ 푘|Δ푝 | = 푂(푃 ), 
then 

‖푓 − 푁 (푓)‖ ( ) = 푂(푛 ). 
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Theorem 3 [9].  Leta locp , 푓 ∈ 퐿푖푝 훼, 푝(푥) ,a0 1  , and let (푝 )abe aapositiveasequence. 
Ifathe following condition is satisfied:  

훥
푃

푚 + 1 = 푂
푃

푛 + 1 , 

then 
‖푓 − 푅 (푓)‖ ( ) = 푂(푛 ). 

 
MAIN RESULTS AND THEIR COROLLARIES 
 
Theorem 4.  Letı locp ı, 푓 ∈ 퐿푖푝 훼, 푝(푥) , ı 0 1  , andıletı(푝 ) be a sequence of positive 
numbers. Ifı(푝 ) ∈ 푎푚푖푚푠 with (5) or (푝 ) ∈ 푎푚푑푚푠, then 

 
‖푓 − 푡 (푓)‖ ( ) = 푂((푏 − 푎 ) ). 

 
Proof.  By definition of the deferred-Nörlund (퐷 . 푁 ) means, we have  

‖푓 − 푡 (푓)‖ ( ) = 푓 −
1

푏 − 푎
1

푃 푝 푠 (푓)

( )

               

 

                                  =
1

푏 − 푎 푓 −
1

푏 − 푎 푁 (푓)

( )

 

                       =  
1

푏 − 푎 (푓 − 푁 (푓)) 

( )

≤  
1

푏 − 푎
‖푓 − 푁 (푓)‖ ( ). 

 
Using Theorem 1, we obtain 

‖푓 − 푡 (푓)‖ ( ) = 푂(1)
1

푏 − 푎 푘  

 

= 푂(1)
1

푏 − 푎
(푘 + 푎 ) = 푂((푏 − 푎 ) ). 

 
Since 푎푚푑푠 ⊂ 푎푚푑푚푠  and 푎푚푖푠 ⊂ 푎푚푖푚푠,  weıcanıderiveıtheıfollowingsresultsıfrom 

Theorem 4. 
 

Corollary 1.   Supposeıthat locp , 푓 ∈ 퐿푖푝 훼, 푝(푥) , 0 1  , andılet (푝 )  beıaıpositive 
sequence. If (푝 ) ∈ 푎푚푖푠 with (5) or (푝 ) ∈ 푎푚푑푠, then 
 

‖푓 − 푡 (푓)‖ ( ) = 푂((푏 − 푎 ) ). 
 

Since 퐷  is the 퐶  transformation as mentioned above, we write theıfollowingıresultıfrom 
Theorem 4. 
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Corollary 2.   Let locp , 푓 ∈ 퐿푖푝 훼, 푝(푥) , 0 1  , andılet (푝 )  beıaısequence of positive 
numbers. If (푝 ) ∈ 푎푚푖푚푠 with (5) or (푝 ) ∈ 푎푚푑푚푠, then  
 

‖푓 − 푡 (푓)‖ ( ) = 푂(푛 ). 
 

The subsequent result is obtained for the more general sequence class than the class of 
monotone sequences. If (푝 ) is a non-decreasing sequence satisfying condition (5), it is obvious that 

 

|Δ푝 | = 푂
푃
푛 . 

 
If (푝 ) is a non-increasing sequence, then  
 

푚|Δ푝 | = 푂(푃 ). 

 
Theorem 5.  Letu locp  ,u푓 ∈ 퐿푖푝 1, 푝(푥) , andulet (푝 ) beuausequenceuofupositive numbers. If  

푘|Δ푝 | = 푂(푃 ) 

or  
∑ |Δ푝 | = 푂  with (5), 

then the evaluation 

‖푓 − 푡 (푓)‖ ( ) = 푂
ln 푏

푎 + 1
푏 − 푎  

holds for 푛 = 1,2, …. 
 
Proof.  According to the definition of the product method, we obtain 
 

‖푓 − 푡 (푓)‖ ( ) = 푓 −
1

푏 − 푎
1

푃 푝 푠 (푓)

( )

               

                       =  
1

푏 − 푎 (푓 − 푁 (푓)) 

( )

≤  
1

푏 − 푎
‖푓 − 푁 (푓)‖ ( ). 

 
Therefore, the expected result is obtained by Theorem 2: 

‖푓 − 푡 (푓)‖ ( ) = 푂(1)
1

푏 − 푎
1
푘 = 푂

ln 푏
푎 + 1

푏 − 푎 . 

 
Corollary 3.  With the conditions of Theorem 5, we have the following result: 

‖푓 − 푡 (푓)‖ ( ) = 푂
ln 푛

푛 . 
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It is clear that if (푝 ) ∈ 푟푏푣푠 satisfies condition (5), then  
 

푘|Δ푝 | = 푂(푃 ). 

 
Therefore, according to the first condition of Theorem 5 and this last statement, the next result can 
be written as follows. 
 
Corollary 4.    Letu locp ,u푓 ∈ 퐿푖푝 1, 푝(푥) , 0 1  . If (푝 ) ∈ 푟푏푣푠 with condition (5), then 

‖푓 − 푡 (푓)‖ ( ) = 푂
ln 푏

푎 + 1
푏 − 푎  

and  

‖푓 − 푡 (푓)‖ ( ) = 푂
ln 푛

푛 . 

  
Considering the deferred-Riesz product means for 0 < 훼 ≤ 1, we get the following result on 

approximation of functions from the class 푓 ∈ 퐿푖푝 훼, 푝(푥)  with an additional condition. 
 
Theorem 6.  Letu locp ,u푓 ∈ 퐿푖푝 훼, 푝(푥)  foru0 < 훼 ≤ 1, and (푝 ) besassequencesofspositive 
numbers.uIf  

훥
푃

푚 + 1 = 푂
푃

푛 + 1  , 

 
then the following estimate is obtained: 
 

‖푓 − 푡 (푓)‖ ( ) = 푂((푏 − 푎 ) ). 
 
We omit the proof here, since it is similarıto the proof ofıTheoremı4. According to Theoremı6, we 
obtain theıfollowing result. 
 
Corollary 5.   Under the conditions of Theorem 6, the following estimate holds: 

‖푓 − 푡 (푓)‖ ( ) = 푂(푛 ). 

 
CONCLUSIONS  
 

When examining approximation problems with trigonometric polynomials, the parameters in 
the polynomials used reveal the characteristics of the method and to what extent they affect the 
speed of approximation. In this sense trigonometric polynomials created with the product means are 
worth examining. Such problems, especially related to the product means, become important as they 
have not been addressed before in variable exponent Lebesgue spaces. The results obtained in this 
study fill the gap in this field. 
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