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Abstract:  In recent years significant advancements have been made in the field of edge 
detection in digital images through the integration of various techniques, resulting in the 
emergence of a novel methodology known as multimodal edge detection. This research paper 
presents an innovative solution for the identification and localisation of nanoparticles in 
digital images by leveraging different aspects of digital image processing. The effectiveness 
of the proposed approach is evaluated by analysing a large number of samples using spatial 
and amplitude resolution frameworks. Matlab software is used to provide the necessary 
mathematical support for this study. The results demonstrate notable advancements in the 
components of edge detection, and the proposed method consistently performs well across 
different detection scenarios. The findings of this investigation have potential implications for 
the advancement of edge detection techniques in various application domains. 
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_______________________________________________________________________________________ 
 
INTRODUCTION 
 

Edge detection is a rapidly evolving research area and holds significant importance in the 
field of digital image processing. Edge detection algorithms find applications in robotics, video 
compression for modern video formats, industrial processes, night vision devices, object recognition 
algorithms, and various other domains. While spatial domain-based algorithms utilising a 2D 
gradient with differently defined sub-matrices (such as 2x2 or 3x3 pixels) prevail, there is no 
universal solution. It may seem that spatial domain algorithms yield the best results.  
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However, for specific requirements in medical imaging, higher-quality results are obtained 
with a Pyramidal edge detection algorithm based on analog resolution [1]. When higher processing 
speed and analog signal processing are required, the Fuzzy algorithm based on frequency image 
processing is employed. The Sobel operator is commonly used as a reference operator for edge 
detection in all algorithms. It employs a 3x3 sub-matrix and cumulative gradient for the x and y 
directions, providing high-quality results for images of varying sizes and levels of detail (LoD) [2]. 

To cater to the needs of multi-channel images, filters have been developed, such as the Frei-
Chen algorithm for edge detection using nine convolutional masks of size 3x3 [3], and the Prewitt 
algorithm based on a 5x5 matrix [4]. For higher sensitivity and treatment of images with low detail, 
the Robert function based on a 2x2 convolution matrix is employed [5]. The Gauss-Laplace 
operator, characterised by the lowest threshold, is suitable for edge detection [6]. In the case of 
images with a medium LoD, the extended version of the Robert's function utilising three 3x3 
convolution matrices, known as the Robinson operator, can be used [7]. The Kirsch operator is 
recommended for edge detection in high-resolution images [8, 9]. The Saar and Canny edge 
detection operators are based on the Sobel detection and are known for their high complexity [10, 
11]. Canny, in particular, is recommended for detecting edges in images with low to medium LoD. 

Despite the availability of various operators, they are fixed and applied under specific 
conditions of digital image processing. A major drawback is that users determine the suitability of 
an operator based on personal judgment or specific situation descriptions in paper, without the 
ability to define algorithm parameters. Another limitation of these algorithms is their lack of 
consideration for image noise, which can reach up to 12% depending on the optical sensor used [12, 
13]. Illumination presents a third challenge, where images captured under different brightness levels 
have a significantly reduced detail level [14]. Consequently, the potential of edge detection 
algorithms is diminished and they cannot fully showcase their capabilities [15]. These three 
limitations formed the basis for the proposed solution, which includes: 
   1. User-defined detection threshold; 
   2. Filtering as a preparatory step for edge detection; 
   3. Considering the image's illumination level and performing edge detection accordingly. 
 
METHODS 
 
Weighted Filter 

 
There are several variations of the median filter [16], based on the approximation of matrix 

pixels [17]. The most widely used ones include the median value filter (average filter) and the 
weighted filter. The distinction between these filters lies in the differently defined sub-matrix and 
the pre-multiplier associated with the sub-matrix. A more comprehensive discussion on the 
definition of submatrices and the submatrices themselves can be found in the literature [18]. 

Regarding the weighted filter: 

                    
1 2 1

1wt 2 4 2
4

1 2 1

 
   
  

. (1) 

An important characteristic of this filter, as demonstrated in the previous research [19], is its ability 
to effectively handle image noise levels of up to 5%. 
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Histogram Equalisation  
 
Histogram equalisation is one of the commonly employed modifications of pixel values per 

shade of grey. It aims to equalise the number of pixels per shade of grey based on the cumulative 
histogram. In practice this implies that each shade of grey within the range of 0-255 (in 8-bit colour 
spectrum) should have an equal or approximately equal number of pixels per shade of grey [20]. To 
achieve this, the analysis software first calculates the histogram of the image and then determines 
the function of cumulative distribution (fcd). Based on the fundamental formula for histogram 
calculation, new values are obtained [21]. The formula is given by: 

                         min

min

fcd 1 fcd
HE i round L 1

MxN fcd
 

  
 

, (2) 

where HE is histogram equalisation, fcdmin represents the minimum value of the function of 
cumulative distribution, MxN denotes the number of columns and rows in the image matrix, and L 
represents the number of grey levels (typically 256 in most cases) [22]. 

 
Negative 
 

The concept of ‘negative’, once popular in traditional camera technology, holds limited 
significance in digital image processing today [20]. In the context of digital images, the negative 
refers to the opposite colour value of pixels within the observed colour range. The negative pixel 
value (npv) can be calculated by subtracting the original pixel value (opv) from the full 8-bit range 
value: 
                    npv(m,n) 255 opv  . (3) 

 
While simple colour inversion has become less prevalent for processing modern digital 

images, selectively incorporating negative transforms in specific steps of a multi-stage workflow 
can enrich the feature diversity for subsequent extraction. This allows negative pixel patches to 
augment edge detection in a targeted manner when judiciously integrated. Hence the inclusion of 
image negatives within the proposed hybrid method serves not as a stand-alone technique but rather 
as a supplemental data source to enhance the versatility of edge features identified across multiple 
domains. The fusion of results from conventional and inverted processing expands the scope of 
detectable edges. 

 
Hybrid Method of Edge Detection 

 
This model enables precise control of the detection threshold by the user, facilitating the 

extraction of edges from digital images. The output image obtained through the processing of the 
hybrid method of edge detection [23] encompasses the complete processing result over the original 
image, the negative of the original image, and the weighted filter with a detection threshold of 12. 
The detection threshold, set at 5% of the rock skive's greyscale, is defined to account for edge 
detection. In the case of 5% detection, the edge detection characteristics closely resemble those of 
the Sobel operator. However, in nanoparticle images, there is an inherent presence of increased 
noise that necessitates elimination prior to edge detection. Consequently, the hybrid model serves as 
an excellent solution for nanoparticle detection. The hybrid method already incorporates a weighted 
filter designed to reduce noise levels by up to 5%, and with the control over the detection threshold, 
the detection process can be further fine-tuned. 

Figure 1 illustrates the block diagram of the hybrid method of edge detection. The execution 
process of the code is denoted by the numbers 1, 2 and 3. Number 1 signifies the loading of the 
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image and the definition of the detection threshold. Number 2 corresponds to the segments of the 
code where edge detection is performed. Finally, in the section of the code marked with the number 
3, the intermediate results of edge detection over the original image, the negative of the original 
image, and the weighted filter are combined using a detection threshold of 15. 

 

       
Figure 1.  Block diagram of hybrid method of edge detection  

 

RESULTS AND DISCUSSION 
 

As this is a newly defined method of detection, the obtained results are compared with those 
obtained from other detection methods, with particular emphasis on comparison with the Sobel 
operator, which serves as a reference in the field of edge detection. Such result comparisons will 
provide a comprehensive understanding of the positioning of the new detection method in relation 
to existing ones. The evaluation is conducted at three different levels: 
    1. Spatial resolution: emphasis is placed on images with low, medium and high LoD; 
    2. Amplitude resolution: evaluation is performed on medical images; 
    3. Structural Dissimilarity Index Model (DSSIM): the difference between the added signal and 
the original is assessed. 

The survey was conducted on a sample of over 70 images using the Matlab package 
software. The images had different resolutions and were in square and rectangular formats. All the 
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images in the manuscript were created in the TIFF format to eliminate any negative effects of 
compression on the final results. The selected digital images were meticulously categorised based 
on their LoD. Images with LoD less than 2 were classified as low LoD; those with LoD ranging 
from 2.01 to 3.9 were deemed to be of medium LoD, and images with LoD exceeding 3.91 were 
categorised as high LoD [24]. A quantitative analysis was conducted using ten different edge 
detection algorithms. Figure 2 provides typical examples of images with low, medium and high 
LoD, representative of the field of digital image processing. 

Due to structural differences between the obtained images containing detected edges and the 
original images, parameters such as peak signal-to-noise ratio (PSNR), signal-to-noise ratio (SNR), 
mean squared error (MSE), and structural similarity index measure (SSIM) could not be included in 
the analysis. Instead, the evaluation was performed through LoD, entropy and DSSIM, combining 
both quantitative and qualitative methods of analysis. Figure 3 presents an overview of mean values 
of the results obtained after applying the evaluated algorithms. 

Images with low entropy values have limited potential for further post-processing. On the 
other hand, images processed with edge detection algorithms require different treatment [25, 26]. It 
is important to note that this holds true for all edge detection algorithms except the hybrid method. 
In the hybrid method, the user defines the detection threshold before initiating the image processing 
and has control over the entire process. 

 
 

a)  b)  

c)  
 

Figure 2.  Examples of images with a) low LoD), b) medium LoD, c) high LoD 
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Figure 3.  Entropy values after treatment with various edge detection operators at different LoD 

 
For images with lower LoD, the detected edges do not have a significant presence in the 

observed image, as indicated in certain cases where it accounts for 5-7% [27]. It is reasonable to 
assert that images with low and medium LoD do not necessarily require a high degree of entropy. In 
contrast, for images with a high LoD, the LoD is five times or more greater than in the previous two 
categories of images. Consequently, it is logical to observe the results in this manner. As can be 
noticed from Figure 3, at low and medium LoD, the hybrid model, with the current detection 
threshold of 13 (equivalent to ~5% of the 8-bit scale), performs similarly to the Canny edge 
detection operator. The Canny operator is recommended for edge detection in these cases as Sobel 
detection yields exceptionally high values for low-level details. The hybrid model of edge detection 
fulfills the described expectations, producing results on par with the most complex operator of edge 
detection, the Canny operator, at low and medium LoD. Moreover, it yields similar results to the 
reference model, Sobel, at high LoD. 

Figure 4 presents the standard deviation of entropy values for each algorithm, providing an 
indication of the stability of each algorithm at similar levels of entropy. This ratio offers insights 
into the reliability of each algorithm. A lower standard deviation value indicates higher algorithm 
stability. From the results, it can be observed that the Canny operator exhibits the greatest stability, 
followed by the hybrid method and the Sobel algorithm for edge detection. Comparative visual 
results are depicted in Figure 5. 

It is evident that the hybrid method yields significantly superior results compared to other 
algorithms. In Figure 6 images of nanoparticles that undergo processing through Canny operator, 
Gauss-Laplacian operator and Sobel operator can be observed. On the other hand, Figure 5 
showcases images processed using the hybrid method. It is evident that this approach yields 
markedly superior results in terms of visual processing quality. The hybrid method appears to 
outperform the individual operators in enhancing the nanoparticle images. 
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Figure 4.  Values of standard deviation for values of entropy 

 

a)  b)  

c)  
 

Figure 5.  Images of a) low, b) medium and c) high LoD processed by hybrid method 
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Figure 6. Images with low LoD after processing with a) Canny operator, b) Gauss-Laplacian 
operator, c) Sobel operator   

 

In terms of amplitude resolution, a 16-bit recording has been utilised to evaluate the quality 
of the hybrid method (Figure 7). Figure 8 presents the mean entropy values of the processed image 
using various edge detection operators. It is evident that the Sobel operator yields an exceptionally 
high value after reconstructing the original image. However, for medical images in amplitude 
resolution with 16-bit mode recordings, the Pyramidal and Prewitt operator edge detection 
algorithms outperform other methods. 

 

  
Figure 7.  Original image with amplitude resolution 
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Figure 8.  Entropy valuess of observed image processing for amplitude resolution 

 
Observing images in 16-bit format at the bit level provides a different image display 

compared to standard image recording formats. In RGB mode, where images are recorded, the 
interpretation of image quality estimates should be approached differently, particularly in relation to 
spatial resolution. The sensitivity of the optical sensor during the creation of digital images in this 
recording mode indicates that each bit plane is associated with a specific sensitivity aspect of the 
sensors (16 in total), and the maximum entropy value in this case is 16 bits. This criterion guides the 
selection of images for analysis, with each original image having an entropy value exceeding 15 
bits. This practically means that each bit plane contains nearly its maximum potential. By applying 
an edge detection algorithm, the algorithm's ability to detect edges can be evaluated based on how 
many straight edges it practically contains, and the final result is a cumulative assessment of all 
detected edges at each level. Hence a higher degree of entropy indicates the algorithm's ability to 
detect more edges at each bit level. 

Among the algorithms, Sobel, Pyramid and Prewitt algorithms perform well in terms of 
amplitude resolution, followed by the hybrid model, which exhibits minimal loss compared to the 
first three algorithms. Examples of image processing using different edge detection operators in 
amplitude resolution are presented in Figure 9. To determine the differences between two images, 
the most suitable method is the DSSIM, which effectively captures structural differences in digital 
images. By adding the image with defined edges to the original image and following the explained 
procedure in the literature [15] and subsequently subtracting the original image, the resulting image 
can be obtained. 
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a)  b)  

c)  d)  
 
Figure 9.  Images obtained after filtration using a) Hybrid method, b) Canny operator, c) Pyramidal 
operator and d) Sobel operator 

 

The DSSIM parameter provides a measure of the difference between two images, as 
illustrated in Figure 10, by increasing the level of detection of the hybrid filter. While all other 
algorithms and methods remain fixed, the user has the ability to define the level of detection in this 
case. For instance, at detection level of 25% of the scale, the DSSIM value reaches nearly 30 
according to the DSSIM model. Figure 9 can be taken as an example, where (a) represents the 
image obtained after applying the hybrid model for edge detection, and (d) represents the image 
obtained using the Sobel operator for edge detection. At detection level of 7% of the 8-bit scale, the 
hybrid method closely resembles the Sobel operator in terms of all parameters. 
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Figure 10.  DSSIM in the case of increasing the level of detection threshold 
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Qualifications and Considerations 
 
Here we provide a more detailed analysis of the obtained results to furnish readers with 

deeper comprehension of the advantages of our hybrid methodology. Specifically, we can explicate 
the performance trends on images of varying detail levels more precisely within the context of the 
multi-phase approach. For low detail images, adaptive thresholding circumvents false edges that 
would emerge at lower thresholds, while broader threshold ranges preserve detection sensitivity for 
more complex images. Such tailored tuning of detection boundaries based on image content is 
crucial for achieving balanced outcomes. The incorporation of image negatives enriches the input 
data and enables identification of previously inconspicuous edges. The fusion of multiple 
intermediate results obtained by processing the originals and negatives contributes to more robust 
detection. We believe these additions illuminate how specific components of our solution lead to 
enhanced performance compared to more straightforward gradient techniques. 

The proposed technique exhibits strong dependence on parameter tuning that requires 
customisation for each image type, reducing its versatility and applicability. The multiple 
processing steps increase computational complexity compared to techniques based solely on 
gradients. The current implementation is limited to RGB images, while synchronising the approach 
over video streams and large datasets remains a challenge for the future. Addressing these 
constraints regarding adaptability and scalability will further augment the technique. 

 
CONCLUSIONS  
 

This study provides an analysis of spatial and amplitude resolution under different 
predefined conditions, presenting a novel method for edge detection based on relevant parameters 
for image quality evaluation. A notable feature of the hybrid method is its departure from relying 
solely on a 2D gradient. The hybrid model demonstrates superior spatial resolution for edge 
detection, yielding results comparable to the Canny and Sobel operators. Importantly, the 
combination of the hybrid and Canny operators exhibits the highest reliability, as evidenced by the 
standard deviation of entropy across different LoD. In the analysis of transmission electron 
microscopic images of nanoparticles, the hybrid model consistently delivers superior results across 
various LoD. 

Regarding amplitude resolution, the hybrid edge detection method falls within the upper-
middle range compared to other algorithms. However, it exhibits remarkable capabilities in 
accurately delineating edges when processing the images with diverse brightness levels, setting it 
apart from other algorithms. These findings collectively indicate that the hybrid method should be 
preferred in scenarios requiring robust edge detection for images generated under varying 
conditions, particularly in the analysis of transmission electron microscopic images of 
nanoparticles. 
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