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Abstract: We study hyper dual numbers and hyper dual number matrices. Firstly, we give 
some basic properties of dual numbers and hyper dual numbers. Next, we investigate hyper 
dual number matrices using the properties of dual number matrices. Then we define the dual 
adjoint matrix of hyper dual matrices and describe some of their properties. 
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INTRODUCTION 
 

Dual numbers were introduced in 1873 by Clifford [1]. In 1903 Study [2] defined the 
relationship between two lines in Euclidean space as a dual angle and proved that in the E.Study 
transformation, which he named himself, each point on the unit dual sphere corresponds exactly to 
the directional lines in ℝଷ . In this manner it allows the theory of directional lines in ℝଷ  to be 
examined with the help of dual numbers. Just as the geometry of the Euclidean plane can be 
described by complex numbers, the geometry of the Galilean plane 

॰ = ݖ} = ݔ + ݕߝ ∶ ଶߝ  = 0, ߝ ≠ 0, ,ݔ ݕ ∈ ℝ} 
can be described by dual numbers, which are extensively used in quantum mechanics and classical 
mechanics of screws [3-6]. 

Matrix representation of dual numbers can be given as 

ݔ + ݕߝ ⟷ ቂݔ ݕ
0  ,ቃݔ

where 

ߝ ⟷ ቂ0 1
0 0ቃ 

is dual unit. 
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This mapping is an isomorphism, as the operations here correspond to matrix addition and 
multiplication. Thus, we have the matrix forms of Euler formula for dual numbers as given: 

1 + ߠߝ = exp ቂ0 ߠ
0 0ቃ = ቂ1 ߠ

0 1ቃ. 

This matrix is the rotation matrix in the Galilean plane. For any ݖ = ݔ + ݕߝ ∈ ॰, Re(ݖ) =  ݔ
is the real part of ݖ and Im(ݖ) =  The conjugate of a dual number is .ݖ is the imaginary part of ݕ
denoted by ݖ and defined by ݖ = ݔ −  .ݕߝ

The norm of a dual number is defined as 
|ݖ| =  .|ݔ|

If ݔ = ∓1, then ݖ is called unit dual number. Note that ௭
|௭|

 is a unit dual number for ݖ ∈ ॰ with |ݖ| ≠

0. The square root of a dual number ݖ = ݔ +  is defined as ݕߝ

ඥݔ + ݕߝ = ݔ√ + ߝ
ݕ

ݔ√2
, ݔ > 0. 

The inverse of the dual number ݖ is 

ଵିݖ =
ݖ

ଶ|ݖ| , if ݔ ≠ 0. 
 
Dual numbers play an important role in the field of robot technology [7]. The concept of 

dual numbers is used to show the geometry of lines. Robotic applications can be made with the help 
of this one-to-one mapping [8]. Using this advantage of dual numbers in algebra of quaternions, 
robotic technology and motion theory have been taken to another dimension [9]. The innovations 
brought to technology with the use of number systems in this way are quite remarkable. A list of 
references to dual number applications in linear algebra and kinematic and numerical algorithms 
can be found [e.g. 10]. One of the number systems that has attracted attention in recent years is the 
hyper dual number system. This number system was first given by Fike et al. and Fike and Alonso 
[11-13]. Cil [14] worked on hyper dual numbers and their properties and presented it as a master 
thesis. Cohen and Shoham [15, 16] applied the hyper dual number system to rigid body kinematics. 
Nalbant and Yuce [17] described some new properties of real quaternion matrices. Next, they gave 
a Matlab algorithm that easily finds matrix representations of the real quaternion matrices. 

Hyper dual numbers are a higher dimensional extension of dual numbers in the same way as 
quaternions are a higher dimensional extension of ordinary complex numbers [12]. Fike et al. [11] 
focused on the numerical approach and developed a Fortran algorithm to calculate numerically the 
velocity and acceleration of the coupler curve of a spherical 4R mechanism. Later, Fike and Alonso 
[12] demonstrated the accuracy of hyper dual number calculations by giving a comparison of the 
various first and second derivative calculation methods for a simple, analytic function. 

Many authors have studied quaternion matrices, split quaternion matrices and hybrid number 
matrices [e.g. 18-20]. Considering the studies of matrices, together with the developments in robot 
technology and rigid body kinematics, it is clear that the definition and applications of hyper dual 
number matrices will make important contributions to robot technology. Hyper dual number 
matrices can be written as block matrices whose elements are dual numbers. The inverse, conjugate 
and similar properties of hyper dual number matrices that can be written in this way are given in 
this study. In this respect, it is thought that these features will play a key role in studies and 
applications in kinematic and robotic technology. 

In this paper we investigate hyper dual number matrices. Firstly, we give some properties of 
hyper dual numbers. Then we introduce hyper dual number matrices and give some of their 
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properties. Finally, we define the dual adjoint matrix of hyper dual number matrices and give some 
properties of these matrices. Also, we give an application of matrices in the last part. 

HYPER DUAL NUMBERS 

A hyper dual number ܠ has the form 
ܠ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ +  ,ଶߝଵߝସݔ

where ݔଵ, ,ଶݔ ,ଷݔ ,ଵߝ ସ are real numbers whileݔ  ଶ are dual units. Hyper dual number algebra is aߝ
unitary and commutative ring with four basic elements {1, ,ଵߝ ,ଶߝ  ଶ} that provide the equationsߝଵߝ

ଵߝ
ଶ = ଶߝ

ଶ = 0, 
ଵߝ ≠ 0, ଶߝ ≠ 0, ଵߝ ≠  ,ଶߝ
ଶߝଵߝ =  .ଵߝଶߝ

On the other hand, hyper dual number ܠ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ + ଶߝଵߝସݔ  can be given in the 
following form 

ܠ = ଵݔ) + (ଶݔߝ + ଷݔ)∗ߝ +  .(ସݔߝ
 
Also, hyper dual number is written as the sum of two dual numbers: 

ܠ = ݀ଵ +  ,ଶ݀∗ߝ
ߝ = ,ଵߝ ∗ߝ =  ,ଶߝ
ଶߝ = ଶ(∗ߝ) = 0, 
ߝ ≠ 0, ∗ߝ ≠ 0, ߝ ≠  ,∗ߝ
∗ߝߝ = ߝ∗ߝ ≠ 0, 

where ߝ∗ is called the hyper dual unit and and  ݀ଵ, ݀ଶ ∈ ॰.  Let us denote the algebra of hyper dual 
number by ℍ॰ℕ. 

A set of hyper dual numbers can be represented as 
ℍ॰ℕ = ܠ} = ଵݔ + ଵߝଶݔ + ଶߝଷݔ + ଶߝଵߝସݔ ∶ ,ଵݔ  ,ଶݔ ,ଷݔ ସݔ ∈ ℝ}.  

The sum and product of hyper dual numbers ܠ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ + ܡ ଶ andߝଵߝସݔ = ଵݕ + ଵߝଶݕ +
ଶߝଷݕ +  ଶ areߝଵߝସݕ

ܠ + ܡ = ଵݔ) + (ଵݕ + ଶݔ) + ଵߝ(ଶݕ + ଷݔ) + ଶߝ(ଷݕ + ସݔ) +  ,ଶߝଵߝ(ସݕ
ܡܠ = ଵݕଵݔ + ଶݕଵݔ) + ଵߝ(ଵݕଶݔ + ଷݕଵݔ) + ଶߝ(ଵݕଷݔ + ସݕଵݔ) + ଷݕଶݔ + ଵݕସݔ +  .ଶߝଵߝ(ଶݕଷݔ

 
For any hyper dual number ܠ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ + (ܠ)ଶ, Reߝଵߝସݔ =  and ܠ ଵis the real part ofݔ
HDu(ܠ) = ଵߝଶݔ + ଶߝଷݔ +  The conjugate of a hyper dual number .ܠ ଶ is the hyper dual part ofߝଵߝସݔ
ܠ  and defined by ܠ is denoted by ܠ = ଵݔ − ଵߝଶݔ − ଶߝଷݔ − ܠ ଶ orߝଵߝସݔ = ݀ଵ −  .ଶ݀∗ߝ

The inner product of  ܠ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ + ܡ  ଶ andߝଵߝସݔ = ଵݕ + ଵߝଶݕ + ଶߝଷݕ +  ଶߝଵߝସݕ
is defined by 

〈 , 〉 ∶  ℍ॰ℕ × ℍ॰ℕ ⟶ ℍ॰ℕ 
,ܠ)        (ܡ ⟶ ,ܠ〉 〈ܡ =   .ଵݕଵݔ

The norm of a hyper dual number ࢞ is defined by 
‖ ‖ ∶  ℍ॰ℕ ⟶ ℝ 
ܠ ⟶ ‖ܠ‖ = ඥ〈ܠ, 〈ܠ =  .|ଵݔ|

 
Since an ℍ॰ℕ is a dual number with dual number entries, we use the definition of the 

square root of a dual number to compute the square root of the ℍ॰ℕ. So the square root of any 
hyper dual number  ܠ = ݀ଵ + ଶ݀∗ߝ = ଵݔ + ଶݔߝ + ଷݔ)∗ߝ +  :ସ)  is found as followsݔߝ
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ܠ√ = ඥ݀ଵ + ଶ݀∗ߝ = ඥ݀ଵ + ∗ߝ ݀ଶ

2ඥ݀ଵ
, ଵݔ > 0 

      = ඥݔଵ ቆ1 +
ଶݔ

ଵݔ2
ߝ +

ଷݔ

ଵݔ2
∗ߝ + ቆ

ସݔ

ଵݔ2
−

ଷݔଶݔ

ଵݔ4
ଶ ቇ ቇ∗ߝߝ , ଵݔ > 0. 

 
The inverse of the hyper dual number ܠ  is [14] 

ଵିܠ =
1
ଵݔ

−
ଶݔ

ଵݔ
ଶ ߝ −

ଷݔ

ଵݔ
ଶ ∗ߝ − ቆ

ସݔ

ଵݔ
ଶ −

ଷݔଶݔ2

ଵݔ
ଷ ቇ ,∗ߝߝ ଵݔ ≠ 0. 

 

Corollary 1.  If ݔଵ = 0, there is no inverse of the hyper dual number ܠ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ +  .ଶߝଵߝସݔ

Theorem 1.  The following properties are satisfied for any ܠ, ܡ ∈ ℍ॰ℕ. 

ܠܠ .1 =  .ܠܠ
ܡܠ .2 =  .ܠܡ
݀∗ߝ .3 = ݀ for any ,∗ߝ݀ ∈ ॰. 
૛‖ܠ‖ .4 + ૛‖ܡ‖ = ૚

૛
ܠ‖) + ૛‖ܡ + ܠ‖ −  .(૛‖ܡ

5. If ݔଶݕଷ = ܡܠ ଶ, thenݕଷݔ− = ܡ ܠ =  .ܠ ܡ
‖ܡܠ‖ .6 =  .‖ܡ‖‖ܠ‖
ܠ .7 = ܠ if and only if ܠ ∈ ℝ. 

8. If ݔଶݔଷ = 0 and ݔଵ ≠ 0, then ିܠଵ = ܠ
 .૛‖ܠ‖

9.There exists a unique representation of the form ܠ = ݀ଵ + ܠ ଶ for any݀∗ߝ ∈ ℍ॰ℕ, where ݀ଵ, ݀ଶ ∈ ॰. 

Proof.  We prove some of these properties, and others can be proved similarly. 
5. Let ݔଶݕଷ = ଶݕଷݔ−  for ܠ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ + ଶߝଵߝସݔ ∈ ℍ॰ℕ  and ܡ = ଵݕ + ଵߝଶݕ + ଶߝଷݕ +
ଶߝଵߝସݕ ∈ ℍ॰ℕ. Then 
ܡܠ  = ଵݕଵݔ − ଶݕଵݔ) + ଵߝ(ଵݕଶݔ − ଷݕଵݔ) + ଶߝ(ଵݕଷݔ − ସݕଵݔ) + ଷݕଶݔ + ଵݕସݔ +  ଶߝଵߝ(ଶݕଷݔ
       = ଵݕଵݔ − ଶݕଵݔ) + ଵߝ(ଵݕଶݔ − ଷݕଵݔ) + ଶߝ(ଵݕଷݔ − ସݕଵݔ) − ଶݕଷݔ + ଵݕସݔ +  ଶߝଵߝ(ଶݕଷݔ
       = ଵݕଵݔ − ଶݕଵݔ) + ଵߝ(ଵݕଶݔ − ଷݕଵݔ) + ଶߝ(ଵݕଷݔ − ସݕଵݔ) +  ଶߝଵߝ(ଵݕସݔ
ܡ ܠ = ଵݔ) − ଵߝଶݔ − ଶߝଷݔ − ଵݕ)(ଶߝଵߝସݔ − ଵߝଶݕ − ଶߝଷݕ −  (ଶߝଵߝସݕ
       = ଵݕଵݔ − ଵߝଶݕଵݔ − ଶߝଷݕଵݔ − ଶߝଵߝସݕଵݔ − ଵߝଵݕଶݔ + ଶߝଵߝଷݕଶݔ − ଶߝଵݕଷݔ + ଶߝଵߝଶݕଷݔ −  ଶߝଵߝଵݕସݔ
       = ଵݕଵݔ − ଶݕଵݔ) + ଵߝ(ଵݕଶݔ − ଷݕଵݔ) + ଶߝ(ଵݕଷݔ − ସݕଵݔ) + ଶݕଷݔ − ଶݕଷݔ +  ଶߝଵߝ(ଵݕସݔ
       = ଵݕଵݔ − ଶݕଵݔ) + ଵߝ(ଵݕଶݔ − ଷݕଵݔ) + ଶߝ(ଵݕଷݔ − ସݕଵݔ) +   ଶߝଵߝ(ଵݕସݔ
Since hyper dual numbers are commutative, ܡ ܠ = ܡܠ ,Thus  .ܠ ܡ = ܡ ܠ =  .ܠ ܡ

8. Let ݔଶݔଷ = 0 and ݔଵ ≠ 0 for ܠ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ + ଶߝଵߝସݔ ∈ ℍ॰ℕ. Thus, we obtain 

ଵିܠ =
1
ଵݔ

−
ଶݔ

ଵݔ
ଶ ଵߝ −

ଷݔ

ଵݔ
ଶ ଶߝ − ቆ

ସݔ

ଵݔ
ଶ −

ଷݔଶݔ2

ଵݔ
ଷ ቇ ଶߝଵߝ =

ଵݔ

ଵݔ
ଶ −

ଶݔ

ଵݔ
ଶ ଵߝ −

ଷݔ

ଵݔ
ଶ ଶߝ −

ସݔ

ଵݔ
ଶ  ଶߝଵߝ

        =
ଵݔ − ଵߝଶݔ − ଶߝଷݔ − ଶߝଵߝସݔ

ଵݔ
ଶ =

ܠ
 .૛‖ܠ‖

Theorem 2.  Every hyper dual number can be represented by a 2 × 2 dual matrix [14]. 

Proof.  Let ܠ ∈ ℍ॰ℕ . Then there exist dual numbers ݀ଵ  and ݀ଶ  such that ܠ = ݀ଵ + ଶ݀∗ߝ  by 
theorem 1(9). The linear map ݂ܠ: ℍ॰ℕ ⟶ ℍ॰ℕ is defined by ݂(ܡ)ܠ = ܡ for all ܡܠ ∈ ℍ॰ℕ. This 
map is bijective and 
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(1)ܠ݂ = 1(݀ଵ + (ଶ݀∗ߝ = ݀ଵ +  ,ଶ݀∗ߝ
(∗ߝ)ܠ݂ = ଵ݀)∗ߝ + (ଶ݀∗ߝ =   .ଵ݀∗ߝ

With this transformation, hyper dual numbers are defined as subset of the matrix ring ॸଶ×ଶ(॰), the 
set of 2 × 2 dual matrices: 

ℍ॰ℕᇱ = ൜൤݀ଵ 0
݀ଶ ݀ଵ

൨ ∶  ݀ଵ, ݀ଶ ∈ ॰ൠ. 
 
ℍ॰ℕ and ℍ॰ℕᇱ are basically the same. Note that 

ℳ ∶ ܠ  = ݀ଵ + ଶ݀∗ߝ ∈ ℍ॰ℕ ⟶ ᇱܠ = ൤݀ଵ 0
݀ଶ ݀ଵ

൨ ∈ ℍ॰ℕᇱ 
 
is bijective and preserves the operations. Furthermore, ‖ܠ‖૛ = Re(det ܠ′). 

Theorem 3.  Every hyper dual number can be represented by a 4 × 4 real matrix [14]. 

Proof. The linear map ߮ܠ ∶ ℍ॰ℕ ⟶ ℍ॰ℕ  is defined by ߮(ܡ)ܠ = ܡ for any ܡܠ ∈ ℍ॰ℕ , where  
ܠ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ +   ଶ. This map is bijective andߝଵߝସݔ

(1)ܠ߮      = ଵݔ) + ଵߝଶݔ + ଶߝଷݔ + ଶ)1ߝଵߝସݔ = ଵݔ + ଵߝଶݔ + ଶߝଷݔ +  ,ଶߝଵߝସݔ
(ଵߝ)ܠ߮     = ଵݔ) + ଵߝଶݔ + ଶߝଷݔ + ଵߝ(ଶߝଵߝସݔ = ଵߝଵݔ +  ,ଶߝଵߝଷݔ
(ଶߝ)ܠ߮     = ଵݔ) + ଵߝଶݔ + ଶߝଷݔ + ଶߝ(ଶߝଵߝସݔ = ଶߝଵݔ +  ,ଶߝଵߝଶݔ
(ଶߝଵߝ)ܠ߮ = ଵݔ) + ଵߝଶݔ + ଶߝଷݔ + ଶߝଵߝ(ଶߝଵߝସݔ =   .ଶߝଵߝଵݔ

With this transformation, hyper dual numbers are defined as subset of the matrix ring ॸସ×ସ(ℝ), the 
set of 4 × 4 dual matrices: 

ℍ॰ℕ′′ = ൞൦

ଵݔ 0 0 0
ଶݔ ଵݔ 0 0
ଷݔ 0 ଵݔ 0
ସݔ ଷݔ ଶݔ ଵݔ

൪ ∶ ,ଵݔ  ,ଶݔ ,ଷݔ ସݔ ∈ ℝൢ. 

ℍ॰ℕ and ℍ॰ℕ′′ are essentially the same. 
 
HYPER DUAL NUMBER MATRICES 
 

The set of ݉ × ݊   matrices with hyper dual number entries, which is denoted by 
ॸ௠×௡(ℍ॰ℕ) with ordinary matrix addition and multiplication, is a ring with unity. The set of 
hyper dual number matrices can be represented by 

ॸ௠×௡(ℍ॰ℕ) = ۯ} = (௦௧܉) ∶ ௦௧܉  ∈ ℍ॰ℕ}, 
ॸ௠×௡(ℍ॰ℕ) = ۯ} = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∶ ,ଵܣ  ,ଶܣ ,ଷܣ ସܣ ∈ ॸ௠×௡(ℝ)} 

or 
ॸ௠×௡(ℍ॰ℕ) = ۯ} = ଵܦ + ଶܦ∗ߝ ∶ ଶ(∗ߝ)  = 0, ,ଵܦ ଶܦ ∈ ॸ௠×௡(॰)}.                           

Right and left scalar multiplication are defined by 
ܠۯ = ۯܠ and (ܠ௦௧܉) =   (௦௧܉ܠ)

respectively, for ۯ = (ܽ௦௧) ∈ ॸ௠×௡(ℍ॰ℕ) and ܠ ∈ ℍ॰ℕ. 
The following are satisfied: 

(۰ۯ)ܠ =  ,۰(ۯܠ)
۰(ܠۯ) =  ,(۰ܠ)ۯ
ۯ(ܡܠ) =   ,(ۯܡ)ܠ

for ۯ, ۰ ∈ ॸ௠×௡(ℍ॰ℕ) and ܠ, ܡ ∈ ℍ॰ℕ. ॸ௠×௡(ℍ॰ℕ) is a module over the ring ℍ॰ℕ. 
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For ۯ = (௦௧܉) ∈ ॸ௠×௡(ℍ॰ℕ) ഥۯ , = (௦௧തതതത܉) ∈ ॸ௠×௡(ℍ॰ℕ)  is the conjugate of ۯ ;            
୘ۯ = (௧௦܉) ∈ ॸ௡×௠(ℍ॰ℕ) is the transpose of ۯ; and ۯ∗ = ୘(ഥۯ) ∈ ॸ௡×௠(ℍ॰ℕ) is the conjugate 
transpose of ۯ. Also, since it can be written as ۯ = ଵܦ +  can be given as ۯ ଶ, the conjugate ofܦ∗ߝ
ଵതതതܦ − ۯ ଶ. For a square hyper dual number matrixܦ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ), if ۯۯ∗ =  is ۯ then ,ۯ∗ۯ
called normal matrix; if ۯ = ∗ۯۯ is called hermitian matrix; if ۯ then ,∗ۯ = ௡ܫ , then ۯ is called 
unitary matrix. For ۰ ∈ ॸ௡×௡(ℍ॰ℕ), if ۰ۯ = ۯ۰ =  is called invertible matrix and ۰ is ۯ ௡, thenܫ
called the inverse of ۯ. 

Considering all this, if ܦଵ is normal matrix and ܦଶ
୘ܦଵ − ଶܦଵܦ

୘ = ଵܦ
ଶܦ∗ + ଵܦଶܦ

∗ , then ۯ is 
normal matrix. If ܦଵ  is unitary matrix and ܦଶܦଵ

∗ = ଶܦଵܦ
୘ , then ۯ  is unitary matrix. If ܦଵ  is 

hermitian matrix and −ܦଶ = ଶܦ
୘, then ۯ is hermitian matrix. 

Theorem 4.  Let ۯ, ۰ ∈ ॸ௡×௡(ℍ॰ℕ). If ۰ۯ = ௡ܫ , then ۰ۯ = ௡ܫ . 

Proof. Let ۰ۯ = ௡ܫ for ۯ = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∈ ॸ௡×௡(ℍ॰ℕ)  and ۰ = ଵܤ + ଵߝଶܤ +
ଶߝଷܤ + ଶߝଵߝସܤ ∈ ॸ௡×௡(ℍ॰ℕ).  From this we get 

۰ۯ = ଵܤଵܣ + ଶܤଵܣ) + ଵߝ(ଵܤଶܣ + ଷܤଵܣ) + ଶߝ(ଵܤଷܣ + ସܤଵܣ) + ଷܤଶܣ + ଵܤସܣ +  ,ଶߝଵߝ(ଶܤଷܣ
so 

ଵܤଵܣ = ௡ܫ , 
ଶܤଵܣ + ଵܤଶܣ = ௡ܫ , 
ଷܤଵܣ + ଵܤଷܣ = ௡ܫ , 
ସܤଵܣ + ଷܤଶܣ + ଵܤସܣ + ଶܤଷܣ = ௡ܫ .  

Since ܣ௜, ,݅ ,௝ܤ ݆ = 1, … ,4  are ݊ × ݊ real matrices, we get 
ଵܤ = ଵܣ

ିଵ, 
ଶܤ = ଵܣ−

ିଵܣଶܤଵ = ଵܣ−
ିଵܣଶܣଵ

ିଵ, 
ଷܤ = ଵܣ−

ିଵܣଷܤଵ = ଵܣ−
ିଵܣଷܣଵ

ିଵ, 
ସܤ = ଵܣ−

ିଵ(ܣଶܤଷ + ଵܤସܣ + (ଶܤଷܣ = ଵܣ−
ିଵ(−ܣଶܣଵ

ିଵܣଷܣଵ
ିଵ + ଵܣସܣ

ିଵ − ଵܣଷܣ
ିଵܣଶܣଵ

ିଵ)  
from real matrix properties. Thus, we obtain 

ۯ۰ = ଵܣଵܤ + ଵܣଶܤ) + ଵߝ(ଶܣଵܤ + ଵܣଷܤ) +                                    ଶߝ(ଷܣଵܤ
ଵܣସܤ)+            + ଶܣଷܤ + ସܣଵܤ +  ଶߝଵߝ(ଷܣଶܤ

                = ଵܣ
ିଵܣଵ + ଵܣ−)

ିଵܣଶܣଵ
ିଵܣଵ + ଵܣ

ିଵܣଶ)ߝଵ + ଵܣ−)
ିଵܣଷܣଵ

ିଵܣଵ + ଵܣ
ିଵܣଷ)ߝଶ 

ଵܣ−]+                    
ିଵ(−ܣଶܣଵ

ିଵܣଷܣଵ
ିଵ + ଵܣସܣ

ିଵ − ଵܣଷܣ
ିଵܣଶܣଵ

ିଵ)ܣଵ 
ଵܣ−                    

ିଵܣଷܣଵ
ିଵܣଶ + ଵܣ

ିଵܣସ − ଵܣ
ିଵܣଶܣଵ

ିଵܣଷ]ߝଵߝଶ 
                = ௡ܫ . 

Theorem 5.  If the real matrix ܣଵ is invertible (detܣଵ ≠  is also invertible and the inverse is ۯ ,(0
ଵିۯ = ଵܣ

ିଵൣۯ + ଵܣଶܣ)
ିଵܣଷ + ଵܣଷܣ

ିଵܣଶ)ߝଵߝଶ൧ܣଵ
ିଵ 

for ۯ = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∈ ॸ௡×௡(ℍ॰ℕ). 
 
Proof. Let ۰ۯ = ௡ܫ  for ۯ = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∈ ॸ௡×௡(ℍ॰ℕ)  and ۰ = ଵܤ + ଵߝଶܤ +
ଶߝଷܤ + ଶߝଵߝସܤ ∈ ॸ௡×௡(ℍ॰ℕ). In this case if we calculate ۰ when ۰ۯ =  ௡, we get the inverse ofܫ
 Since  .ۯ

۰ۯ = ଵܤଵܣ + ଶܤଵܣ) + ଵߝ(ଵܤଶܣ + ଷܤଵܣ) + ଶߝ(ଵܤଷܣ + ସܤଵܣ) + ଷܤଶܣ + ଵܤସܣ +  ଶߝଵߝ(ଶܤଷܣ
       = ௡ܫ + 0௡ߝଵ + 0௡ߝଶ + 0௡ߝଵߝଶ 

and 
ଵܤଵܣ = ௡ܫ ⇒ ଵܤ = ଵܣ

ିଵ, 
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ଶܤଵܣ + ଵܤଶܣ = 0௡ ⇒ ଶܤ = ଵܣ−
ିଵܣଶܣଵ

ିଵ, 
ଷܤଵܣ + ଵܤଷܣ = 0௡ ⇒ ଷܤ = ଵܣ−

ିଵܣଷܣଵ
ିଵ, 

ସܤଵܣ + ଷܤଶܣ + ଵܤସܣ + ଶܤଷܣ = 0௡ ⇒ ସܤ = ଵܣ−
ିଵ(−ܣଶܣଵ

ିଵܣଷܣଵ
ିଵ + ଵܣସܣ

ିଵ − ଵܣଷܣ
ିଵܣଶܣଵ

ିଵ), 
 
we get 

ଵିۯ = ଵܣ
ିଵ − ଵܣ

ିଵܣଶܣଵ
ିଵߝଵ − ଵܣ

ିଵܣଷܣଵ
ିଵߝଶ − ଵܣ

ିଵ(−ܣଶܣଵ
ିଵܣଷܣଵ

ିଵ + ଵܣସܣ
ିଵ − ଵܣଷܣ

ିଵܣଶܣଵ
ିଵ)ߝଵߝଶ 

or 
ଵିۯ = ଵܣ

ିଵൣۯ + ଵܣଶܣ)
ିଵܣଷ + ଵܣଷܣ

ିଵܣଶ)ߝଵߝଶ൧ܣଵ
ିଵ. 

Example 1.  Let ۯ = ൤ 2 − ଵߝ + ଶߝ3 ଵߝ5− + ଶߝ2 − ଶߝଵߝ4
3 + ଵߝ − ଶߝ + ଶߝଵߝ 1 + ଶߝ5 − ଶߝଵߝ3

൨ be a hyper dual number matrix. 

Then the inverse of ۯ is 

ଵିۯ =
1
4 ൤ 2 − ଵߝ14 + ଶߝ3 + ଶߝଵߝ28 ଵߝ10 − ଶߝ4 + ଶߝଵߝ

−6 + ଵߝ40 + ଶߝ23 − ଶߝଵߝ321 4 − ଵߝ30 − ଶߝ8 + ଶߝଵߝ173
൨. 

 
We can really multiply ۯ by the matrix ିۯଵ to see that the result is the identity matrix. 

Theorem 6.  If the dual matrix ܦଵ is invertible (detܦଵ ≠  is also invertible and the inverse is ۯ ,(0
ଵିۯ = ଵܦ

ିଵ(ܦଵ − ଵܦ(ଶܦ∗ߝ
ିଵ 

for ۯ = ଵܦ + ଶܦ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ). 

Proof. Let ۰ۯ = ௡ܫ  for ۯ = ଵܦ + ଶܦ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ)  and ۰ = ଵܭ + ଶܭ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ) . In 
this case if we calculate ۰ when ۰ۯ =   Since  .ۯ ௡, we get the inverse ofܫ

۰ۯ = ଵܭଵܦ + ∗ߝଶܭଵܦ + ∗ߝଵܭଶܦ = ௡ܫ +  0௡∗ߝ
and 

ଵܭଵܦ = ௡ܫ ⇒ ଵܭ = ଵܦ
ିଵ, 

ଶܭଵܦ + ଵܭଶܦ = 0௡ ⇒ ଶܭ = ଵܦ−
ିଵܦଶܦଵ

ିଵ, 
we get 

ଵିۯ = ଵܦ
ିଵ(ܦଵ − ଵܦ(ଶܦ∗ߝ

ିଵ. 

Example 2.  Let ۯ = ቂ 1 + ߝ − ∗ߝ 3 + ∗ߝߝ

∗ߝ2 + ∗ߝߝ − 2 1 + ∗ߝ ቃ  be a hyper dual number matrix. Hyper dual 

number matrix ۯ can be written as 

ۯ = ଵܦ + ଶܦ∗ߝ = ቂ1 + ߝ 3
−2 1ቃ + ∗ߝ ቂ −1 ߝ

2 + ߝ 1ቃ. 

If ܦଵ − ଵܦ ଶ andܦ∗ߝ
ିଵ are calculated, it is found respectively as follows: 

ଵܦ − ଶܦ∗ߝ = ቂ 1 + ߝ + ∗ߝ 3 − ∗ߝߝ

−2 − ∗ߝ2 − ∗ߝߝ 1 − ∗ߝ ቃ   

and  

ଵܦ
ିଵ =

1
49

ቂ 7 − ߝ ߝ)3 − 7)
14 − ߝ2 7 + ߝ6

ቃ. 

Therefore, the inverse of ۯ is 

ଵିۯ = ଵܦ
ିଵ(ܦଵ − ଵܦ(ଶܦ∗ߝ

ିଵ =
1

49
൦

7 − ߝ + ∗ߝ13 +
19
7 ∗ߝߝ ߝ3 − ∗ߝ18 −

13
7 ∗ߝߝ − 21

14 − ߝ2 − ∗ߝ2 −
59
7 ∗ߝߝ 7 + ߝ6 − ∗ߝ +

37
7 ∗ߝߝ

൪. 
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We can really multiply ۯ by the matrix ିۯଵ to see that the result is the identity matrix. 

Definition 1.  A hyper dual number matrix that exists inversely is called a hyper dual regular 
matrix. Otherwise, it is called hyper dual singular matrix. 

Theorem 7.  Let ۯ, ۰ ∈ ॸ௡×௡(ℍ॰ℕ) and ܠ ∈ ℍ॰ℕ. Then the following are satisfied: 

1. ൫ۯ൯
୘

=  ;(୘ۯ)
ଵି(୘ۯ) .2 = ୘(۰ۯ)  ୘  and(ଵିۯ) = ۰୘ۯ୘; 

3. If ܣଶܣଵ
ିଵܣଷ + ଵܣଷܣ

ିଵܣଶ = 0, then ൫ۯ൯
ିଵ

=  ;(ଵିۯ)
ۯ) .4 + ۰)୘ = ୘ۯ + ۰୘ = ۰୘ +  ;୘ۯ
∗(۰ۯ) .5 =  ;∗ۯ∗۰
6. If ܣଶܤଷ = ۰ۯ ଶ, thenܤଷܣ− =  ;۰ ۯ
7. If ܣଵ and ܤଵ are invertible, then (۰ۯ)ିଵ = ۰ିଵିۯଵ; 
8. If ܣଵ is invertible, then (ۯ∗)ିଵ =  .∗(ଵିۯ)

Proof.  We prove a few of these properties and others can be proved similarly. 
1. Let ۯ = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∈ ॸ௡×௡(ℍ॰ℕ). Then 

൫ۯ൯
୘

= ଵܣ) − ଵߝଶܣ − ଶߝଷܣ −  ଶ)୘ߝଵߝସܣ
           = ଵܣ

୘ − ଶܣ
୘ߝଵ − ଷܣ

୘ߝଶ − ସܣ
୘ߝଵߝଶ 

           =  .(୘ۯ)

3. Let ۯ = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∈ ॸ௡×௡(ℍ॰ℕ) and ܣଶܣଵ
ିଵܣଷ + ଵܣଷܣ

ିଵܣଶ = 0. Then 

൫ۯ൯
ିଵ

= ଵܣ) − ଵߝଶܣ − ଶߝଷܣ −  ଶ)ିଵߝଵߝସܣ
              = ଵܣ

ିଵ[ۯ + ଵܣଶܣ)
ିଵܣଷ + ଵܣଷܣ

ିଵܣଶ)ߝଵߝଶ]ܣଵ
ିଵ 

              = ଵܣ
ିଵܣۯଵ

ିଵ. 
On the other hand, for ۯ = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∈ ॸ௡×௡(ℍ॰ℕ)  and ܣଶܣଵ

ିଵܣଷ +
ଵܣଷܣ

ିଵܣଶ = 0, we can obtain 

(ଵିۯ) = ଵܣൣ
ିଵൣۯ + ଵܣଶܣ)

ିଵܣଷ + ଵܣଷܣ
ିଵܣଶ)ߝଵߝଶ൧ܣଵ

ିଵ൧ 

             = ଵܣ
ିଵܣۯଵ

ିଵ = ଵܣ
ିଵܣۯଵ

ିଵ. 
Thus, we get 

൫ۯ൯
ିଵ

= ଵܣଶܣ if  (ଵିۯ)
ିଵܣଷ + ଵܣଷܣ

ିଵܣଶ = 0. 

5. Let ۯ = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∈ ॸ௡×௡(ℍ॰ℕ)  and ۰ = ଵܤ + ଵߝଶܤ + ଶߝଷܤ + ଶߝଵߝସܤ ∈
ॸ௡×௡(ℍ॰ℕ). Then 
∗(۰ۯ) = ଵܤଵܣ] + ଶܤଵܣ) + ଵߝ(ଵܤଶܣ + ଷܤଵܣ) + ଶߝ(ଵܤଷܣ + ସܤଵܣ) + ଷܤଶܣ + ଵܤସܣ +  ∗[ଶߝଵߝ(ଶܤଷܣ
             = ଵܤଵܣ] − ଶܤଵܣ) + ଵߝ(ଵܤଶܣ − ଷܤଵܣ) + ଶߝ(ଵܤଷܣ − ସܤଵܣ) + ଷܤଶܣ + ଵܤସܣ +  ଶ]୘ߝଵߝ(ଶܤଷܣ
              = ଵܤ

୘ܣଵ
୘ − ଶܤ)

୘ܣଵ
୘ + ଵܤ

୘ܣଶ
୘)ߝଵ − ଷܤ)

୘ܣଵ
୘ + ଵܤ

୘ܣଷ
୘)ߝଶ − ସܤ)

୘ܣଵ
୘ + ଷܤ

୘ܣଶ
୘ + ଵܤ

୘ܣସ
୘ + ଶܤ

୘ܣଷ
୘)ߝଵߝଶ 

             = ଵܤ)
୘ − ଶܤ

୘ߝଵ − ଷܤ
୘ߝଶ − ସܤ

୘ߝଵߝଶ)(ܣଵ
୘ − ଶܣ

୘ߝଵ − ଷܣ
୘ߝଶ − ସܣ

୘ߝଵߝଶ) 
             =   .∗ۯ∗۰
8. Let ۯ = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∈ ॸ௡×௡(ℍ॰ℕ) and ܣଵ is invertible. Then 

ଵି(∗ۯ) = ଵܣ)
୘ − ଶܣ

୘ߝଵ − ଷܣ
୘ߝଶ − ସܣ

୘ߝଵߝଶ)ିଵ 
              = ଵܣ)

୘)ିଵ[ۯ୘ + ଶܣ)
୘(ܣଵ

୘)ିଵܣଷ
୘ + ଷܣ

୘(ܣଵ
୘)ିଵܣଶ

୘)ߝଵߝଶ](ܣଵ
୘)ିଵ 

              = ଵܣ)
ିଵ)୘[ۯ୘ + ଶܣ)

୘(ܣଵ
ିଵ)୘ܣଷ

୘ + ଷܣ
୘(ܣଵ

ିଵ)୘ܣଶ
୘)ߝଵߝଶ](ܣଵ

ିଵ)୘ 
              = ଵܣ]

ିଵ[ۯ + ଷܣ)
୘ܣଵ

ିଵܣଶ
୘ + ଶܣ

୘ܣଵ
ିଵܣଷ

୘)ߝଵߝଶ]ܣଵ
ିଵ]୘ 
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              = ଵܣൣ
ିଵൣۯ + ଵܣଶܣ)

ିଵܣଷ + ଵܣଷܣ
ିଵܣଶ)ߝଵߝଶ൧ܣଵ

ିଵ൧
∗
 

              =  .∗(ଵିۯ)
 
Real Matrix Representation of Hyper Dual Numbers 
 

Let  ۯ = ଵܣ + ଵߝଶܣ + ଶߝଷܣ + ଶߝଵߝସܣ ∈ ॸ௡×௡(ℍ॰ℕ) be a hyper dual matrix. We define the 
linear map ℛۯ by 

ℛۯ ∶  ॸ݊×݊(ℍ॰ℕ) ⟶ ॸ݊×݊(ℍ॰ℕ) 
ℛ(۰)ۯ =  .۰ۯ

Using this operator and the basis {1, ,1ߝ ,2ߝ  of the vector space ॸ௡×௡(ℍ॰ℕ), we can write {2ߝ1ߝ

      ℛ(1)ۯ = 1ۯ = 1ܣ + 1ߝ2ܣ + 2ߝ3ܣ +  ,2ߝ1ߝ4ܣ
    ℛ(1ߝ)ۯ = 1ߝۯ = 1ߝ1ܣ +  ,2ߝ1ߝ3ܣ
    ℛ(2ߝ)ۯ = 2ߝۯ = 2ߝ1ܣ +  ,2ߝ1ߝ2ܣ
ℛ(2ߝ1ߝ)ۯ = 2ߝ1ߝۯ =  .2ߝ1ߝ1ܣ

Then the following real matrix representation can be found as 

ℛۯ =

⎣
⎢
⎢
⎡
1ܣ 0௡ 0௡ 0௡
2ܣ 1ܣ 0௡ 0௡
3ܣ 0௡ 1ܣ 0௡
4ܣ 3ܣ 2ܣ ⎦1ܣ

⎥
⎥
⎤

ସ௡×4݊

. 

Furthermore, detℛۯ = (det1ܣ)ସ. 

Example 3.  The real matrix representations of ૚, ઽ૚, ઽ૛, ઽ૚ઽ૛ are 

 ℛ૚ = ൦

௡ܫ 0௡ 0௡ 0௡
0௡ ௡ܫ 0௡ 0௡
0௡ 0௡ ௡ܫ 0௡
0௡ 0௡ 0௡ ௡ܫ

൪ = ସ௡ܫ          ℛઽ૚ = ൦

0௡ 0௡ 0௡ 0௡
௡ܫ 0௡ 0௡ 0௡
0௡ 0௡ 0௡ 0௡
0௡ 0௡ ௡ܫ 0௡

൪

ସ௡×4݊

 

ℛઽ૛ = ൦

0௡ 0௡ 0௡ 0௡
0௡ 0௡ 0௡ 0௡
௡ܫ 0௡ 0௡ 0௡
0௡ ௡ܫ 0௡ 0௡

൪

ସ௡×4݊

     ℛઽ૚ઽ૛ = ൦

0௡ 0௡ 0௡ 0௡
0௡ 0௡ 0௡ 0௡
0௡ 0௡ 0௡ 0௡
௡ܫ 0௡ 0௡ 0௡

൪

ସ௡×4݊

 

where ૚, ઽ૚, ઽ૛, ઽ૚ઽ૛ ∈ ॸ݊×݊(ℍ॰ℕ) and ℛ૚, ℛઽ૚, ℛઽ૛ , ℛઽ૚ઽ૛ ∈ ॸ݊×݊(ℍ॰ℕ). Furthermore, these real 
representation matrices satisfy: 

ℛ૚
ଶ = ସ௡ܫ ,                   

       ℛઽ૚
ଶ = ℛઽ૛

ଶ = ℛઽ૚ઽ૛
ଶ = 0, 

ℛઽ૚ℛઽ૛ = ℛઽ૛ℛઽ૚ = ℛઽ૚ઽ૛ . 

The inverse of the real matrix representation of hyper dual numbers is found as 

ℛۯ
ିଵ =

⎣
⎢
⎢
⎢
⎢
⎡ 1ܣ

−1 0௡ 0௡ 0௡

1ܣ−
1ܣ2ܣ1−

−1 1ܣ
−1 0௡ 0௡

1ܣ−
1ܣ3ܣ1−

−1 0௡ 1ܣ
−1 0௡

1ܣ
−1 ቀ1ܣ2ܣ

3ܣ1− + 1ܣ3ܣ
2ܣ1− − 4ቁܣ 1ܣ

−1 1ܣ−
1ܣ3ܣ1−

−1 1ܣ−
1ܣ2ܣ1−

−1 1ܣ
−1

⎦
⎥
⎥
⎥
⎥
⎤

. 

Example 4. Let ۯ = ൤ 2 + ଵߝ − ଶߝଵߝ3 −1 + ଵߝ3 + ଶߝ5 − ଶߝଵߝ2
−5 − ଵߝ2 − ଶߝ4 + ଶߝଵߝ 3 + ଵߝ − ଶߝ + ଶߝଵߝ4

൨ be a hyper dual number 

matrix. Then the real matrix representation of ۯ is 
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ℛۯ =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 2 −1 0 0 0 0 0 0
−5 3 0 0 0 0 0 0
1 3 2 −1 0 0 0 0

−2 1 −5 3 0 0 0 0
0 5 0 0 2 −1 0 0

−4 −1 0 0 −5 3 0 0
−3 −2 0 5 1 3 2 −1
1 4 −4 −1 −2 1 −5 3 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

and the inverse of the real matrix representation of ۯ is 

ℛۯ
ିଵ =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 3 1 0 0 0 0 0 0

5 2 0 0 0 0 0 0
−53 −21 3 1 0 0 0 0
−88 −35 5 2 0 0 0 0
−58 −24 0 0 3 1 0 0
−91 −38 0 0 5 2 0 0

2022 822 −58 −24 −53 −21 3 1
3254 1324 −91 −38 −88 −35 5 2⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

. 

Therefore, the inverse of ۯ is 

ଵିۯ = ቂ3 1
5 2ቃ + ଵߝ ቂ−53 −21

−88 −35ቃ + ଶߝ ቂ−58 −24
−91 −38ቃ + ଶߝଵߝ ቂ2022 822

3254 1324ቃ 

= ൤3 − 1ߝ53 − 2ߝ58 + 2ߝ1ߝ2022 1 − 1ߝ21 − 2ߝ24 + 2ߝ1ߝ822
5 − 1ߝ88 − 2ߝ91 + 2ߝ1ߝ3254 2 − 1ߝ35 − 2ߝ38 + 2ߝ1ߝ1324

൨. 

Also, detℛۯ = (detܣଵ)ସ = 1. 
 
DUAL ADJOINT MATRIX OF HYPER DUAL NUMBER MATRICES 
 

In this section we define the dual adjoint matrix of a hyper dual number matrix. Next, we 
give some relations between hyper dual number matrices and their dual adjoint matrices and explain 
these relations with example. 

Definition 2. Let ۯ = ଵܦ + ଶܦ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ), where ܦଵ and ܦଶ are dual matrices. We define 
the 2݊ × 2݊ dual matrices ۯ as 

ۯࣲ = ൤ܦଵ 0݊
ଶܦ ଵܦ

൨. 

This matrix ࣲۯ is called the dual adjoint matrix of the hyper dual number matrix ۯ. 

Theorem 8.  Let ۯ, ۰ ∈ ॸ௡×௡(ℍ॰ℕ) be a hyper dual regular matrix. Then the following hold: 
1. ூࣲ೙ =  ;ଶ௡ܫ
ା۰ۯࣲ .2 = ۯࣲ + ࣲ۰; 
۰ۯࣲ .3 =  ;۰ࣲۯࣲ
 ;ଵ existsܦ ଵ ifି(ۯࣲ)=షభۯࣲ .4
∗ۯࣲ .5 = ଶܦ if ∗(ۯࣲ) = 0. 
 
Proof.  The proof can be shown easily. 

Definition 3. Let ۯ ∈ ॸ௡×௡(ℍ॰ℕ) and ૃ ∈ ℍ॰ℕ. If ૃ holds in the equation ܠۯ =  for some ܠૃ
non-zero hyper dual number column vector ܠ, then ૃ is called the eigenvalue of ۯ. The set of the 
eigenvalues 
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(ۯ)ߪ = {ૃ ∈ ℍ॰ℕ ∶ ܠۯ  = ,ܠૃ for some ܠ ≠ 0} 
is called spectrum of ۯ. 

Since the characteristic polynomial of matrix ࣲۯ is equal to the characteristic polynomial of 
matrix (ࣲۯ)୘, it can be clearly seen that (ۯࣲ)ߪ =  .(୘(ۯࣲ))ߪ

Theorem 9.  Let ۯ ∈ ॸ௡×௡(ℍ॰ℕ). If (ۯ)ߪ ∩ ॰ ≠ ∅, then 
(ۯ)ߪ ∩ ॰ =  ,(ۯࣲ)ߪ

where (ۯࣲ)ߪ = {ૄ ∈ ॰ ∶ ܡۯࣲ  = ,ܡૄ for some ܡ ≠ 0} is spectrum of the dual adjoint matrix of ۯ. 

Proof. Let ۯ = ଵܦ + ଶܦ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ),  where ܦଵ, ଶܦ ∈ ॰ and ૃ ∈ ॰  are eigenvalues of ۯ . 
That is, let (ۯ)ߪ ∩ ॰ ≠ ∅. Therefore, there exists a non-zero column vector ܠ = ݀ଵ +  ଶ, where݀∗ߝ
݀ଵ, ݀ଶ are dual column vectors such that ܠۯ =   This implies .ܠૃ

ଵܦ) + ଶ)(݀ଵܦ∗ߝ + (ଶ݀∗ߝ = ૃ(݀ଵ +  ,(ଶ݀∗ߝ
ଵ݀ଵܦ + ଵ݀ଶܦ∗ߝ + ଶ݀ଵܦ∗ߝ = ૃ݀ଵ +  ,ଶ݀ૃ∗ߝ
ଵ݀ଵܦ + ଵ݀ଶܦ)∗ߝ + (ଶ݀ଵܦ = ૃ݀ଵ +   .ଶ݀ૃ∗ߝ

Thus, we obtain the following equations: 

൜ܦଵ݀ଵ = ૃ݀ଵ,               
ଵ݀ଶܦ + ଶ݀ଵܦ = ૃ݀ଶ. 

Using these equations, we find 

൤ܦଵ 0݊
ଶܦ ଵܦ

൨ ൤݀ଵ
݀ଶ

൨ = ૃ ൤݀ଵ
݀ଶ

൨. 
 
Therefore, dual eigenvalue of the hyper dual number matrix A is equivalent to the eigenvalue of the 
dual adjoint matrix ࣲۯ, that is 

(ۯ)ߪ ∩ ॰ =  .(ۯࣲ)ߪ

Example 5. Let ۯ = ቂ 3 − ߝ2 1 + ߝ2 − ∗ߝ2 − ∗ߝߝ

1 + ߝ2 + ∗ߝ2 + ∗ߝߝ 3 + ߝ2 ቃ ∈ ॸଶ×ଶ(ℍ॰ℕ) . Then dual 

adjoint matrix of ۯ is 

ۯࣲ = ൦

3 − ߝ2 1 + ߝ2 0 0
1 + ߝ2 3 + ߝ2 0 0

0 −2 − ߝ 3 − ߝ2 1 + ߝ2
2 + ߝ 0 1 + ߝ2 3 + ߝ2

൪. 

 
By theorem 9, the dual eigenvalues of ۯ are equivalent to the eigenvalues of ࣲۯ, and the set of 
these eigenvalues is 

(ۯࣲ)ߪ = (ۯ)ߪ ∩ ॰ = ൛3 + √1 + ,ߝ4 3 − √1 +  .ൟߝ4
 
Definition 4.  Let ۯ = ଵܦ + ଶܦ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ) and ࣲۯ  be the dual adjoint matrix of ۯ. We 
define the determinant of ۯ and ࣲۯ as follows: 

   detۯ = (detܦଵ)൫1 + ଵܦ)tr∗ߝ
ିଵܦଶ)൯   and   detࣲۯ = (detܦଵ)ଶ, 

where tr(ܦଵ
ିଵܦଶ) is the trace of ܦଵ

ିଵܦଶ. 

Theorem 10.  Let ۯ = ଵܦ + ଶܦ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ). The following are equivalent: 
 ;is invertible ۯ .1
ܠۯ .2 = 0 has a unique solution 0; 
3. detࣲۯ ≠ 0, i.e. ࣲۯ is invertible; 
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ܠۯ has no zero eigenvalue. More precisely, if ۯ .4 =  for some hyper dual number ૃ and some ܠૃ
hyper dual number vector ܠ ≠ 0, then ૃ ≠ 0. 

Proof.  (1) ⇒ (2):  This part is clear. 
(2) ⇒ (3):   Let ۯ = ଵܦ + ଶܦ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ) ܠ , = ݀ଵ + ,ଶ݀∗ߝ  where ܦଵ, ଶܦ  are dual matrices 
and ݀ଵ, ݀ଶ are dual column vectors. Then 

ܠۯ = ଵܦ) + ଶ)(݀ଵܦ∗ߝ +  (ଶ݀∗ߝ
       = ଵ݀ଵܦ + ଵ݀ଶܦ∗ߝ +  ଶ݀ଵܦ∗ߝ
       = ଵ݀ଵܦ + ଵ݀ଶܦ)∗ߝ +  (ଶ݀ଵܦ

Since ܠۯ = 0, we get 
ଵ݀ଵܦ = 0 

and 
ଵ݀ଶܦ + ଶ݀ଵܦ = 0. 

So we have 

ܠۯ = 0  if and only if    ൤ܦଵ 0݊
ଶܦ ଵܦ

൨ ൤݀ଵ
݀ଶ

൨ = 0. 
 
From here, ࣲۯ(݀ଵ, ݀ଶ)୘ = 0. Since ܠۯ = 0 has a unique solution, ࣲۯ(݀ଵ, ݀ଶ)୘ = 0 has a unique 
solution. Therefore, since ࣲۯ is a dual matrix, ࣲۯ is invertible. 
(2) ⇔ (4):  Let ܠ = 0 be a unique solution of ܠۯ = 0 for ۯ ∈ ॸ௡×௡(ℍ॰ℕ). Suppose ۯ has a zero 
eigenvalue. Then for some hyper dual number vector ܠ ≠ 0, the equation ܠۯ = ܠૃ  has a zero 
eigenvalue. So ܠۯ = 0, and this is a contradiction to our assumption of ܠ = 0. Now suppose that ۯ 
has no eigenvalue of zero. So if ܠۯ = 0 = ܠ ,then by our assumption ,ܠૃ = 0. 
(3) ⇒ (1):  Let ࣲۯ be invertible. So because ࣲۯ is invertible, there is a dual matrix 

൤ܭଵ ଶܭ
ଷܭ ସܭ

൨ 

for ۯ = ଵܦ +  ଶ such thatܦ∗ߝ

൤ܭଵ ଶܭ
ଷܭ ସܭ

൨ ൤ܦଵ 0݊
ଶܦ ଵܦ

൨ = ቂ݊ܫ 0݊
0݊ ݊ܫ

ቃ. 
 
From the last matrix equation, we can write 

ଵܦଷܭ + ଶܦସܭ = 0݊    and   ܭସܦଵ = ݊ܫ . 
Using these equations, we get 

ଵܦସܭ + ଵܦଷܭ)∗ߝ + (ଶܦସܭ = ݊ܫ . 
That is 

ۯ۰ =  ݊ܫ
for ۰ = ସܭ +  .is an invertible hyper dual number matrix by Theorem 4 ۯ ଷ.  Soܭ∗ߝ
 
Theorem 11.   Let ۯ, ۰ ∈ ॸ௡×௡(ℍ॰ℕ). Then 
⇔is invertible ۯ .1 detۯ ≠ 0; 
2. det(۰ۯ) = detۯdet۰; 
3. (detۯ)௡ = (detܦଵ)௡൫1 + ଵܦ)tr∗ߝ݊

ିଵܦଶ)൯,    where tr(ܦଵ
ିଵܦଶ) = trace(ܦଵ

ିଵܦଶ). 

Proof.  Let ۯ = ଵܦ + ଶܦ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ) and ۰ = ଵܭ + ଶܭ∗ߝ ∈ ॸ௡×௡(ℍ॰ℕ).  
1. It is clear from theorem 10. 
2. Since 

۰ۯ = ଵܭଵܦ + ଶܭଵܦ)∗ߝ +  ,(ଵܭଶܦ
we get 
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det(۰ۯ) = det(ܦଵܭଵ)൫1 + ଵܭ)tr∗ߝ
ିଵܭଶ + ଵܭ

ିଵܦଵ
ିଵܦଶܭଵ)൯ 

                 = detܦଵdetܭଵ൫1 + ଵܭ)tr∗ߝ
ିଵܭଶ) + ଵܭ)tr∗ߝ

ିଵܦଵ
ିଵܦଶܭଵ)൯ 

                 = detܦଵdetܭଵ൫1 + ଵܭ)tr∗ߝ
ିଵܭଶ) + ଵܦ)tr∗ߝ

ିଵܦଶ)൯ 
                 = detܦଵdetܭଵ൫1 + ଵܭ)tr∗ߝ

ିଵܭଶ)൯൫1 + ଵܦ)tr∗ߝ
ିଵܦଶ)൯ 

                 = detܦଵ൫1 + ଵܭ)tr∗ߝ
ିଵܭଶ)൯detܭଵ൫1 + ଵܦ)tr∗ߝ

ିଵܦଶ)൯ 
                 = detۯdet۰. 

3. For ݔ ∈ ॰ and ݊ ∈ ℕ, it is clear that (1 + ௡(∗ߝݔ = 1 + ݔ Therefore, if .∗ߝݔ݊ = tr(ܦଵ
ିଵܦଶ) is 

taken, it is seen that 
(detۯ)௡ = (detܦଵ)௡൫1 + ଵܦ)tr∗ߝ

ିଵܦଶ)൯௡
 

                 = (detܦଵ)௡൫1 + ଵܦ)tr∗ߝ݊
ିଵܦଶ)൯. 

 
CONCLUSIONS 
 

In this study we have given hyper dual number matrices. Due to the fact that hyper dual 
number matrices have dual number matrix representation, the investigation of this matrix algebra 
has brought some advantages. Defining concepts such as determinant, inverse, conjugate and 
transpose of hyper dual number matrices in terms of dual matrix are some of these advantages. In 
addition, it was interesting to give the special types of these matrices in terms of some properties 
provided by dual matrices. Finally, the concept of dual adjoint matrix was defined by the block dual 
matrix. Thus, properties related to eigenvalue, eigenvector and linear equation systems could be 
mentioned. It is also very important in terms of practice to find the ݊௧௛ -order power of the 
determinant of a matrix with the help of adjoint matrix. For further study, by considering the present 
approach, one can carry out a similar study for more involved structures. 
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