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Abstract:  With increasing importance being attached nowadays to doing research and 

writing papers for publication, the question of journal selection arises.  Apart from the 

obvious criterion of choosing a journal which corresponds with the subject area of the paper, 

it has become fashionable to use the journal impact factor as a criterion for selection.  

Indeed, it is almost as though the value of the impact factor is becoming more important than 

the journal itself.  But what exactly is this “impact factor” and how useful is it? 

 

 
 

 Historically, the idea of an impact factor was first mentioned by Eugene Garfield in 

Science magazine in 1955 [1].  That paper is considered to be the primordial reference for the 

concept of what we know today as the Science Citation Index.  Some years later, in the early 

1960s, Garfield and Irving Sher created the journal impact factor to help select journals for 
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the new Science Citation Index.  The impact factor was based on 2 elements: the numerator, 

which is the number of cites in a given year to articles published in the journal in the previous 

2 years, and the denominator, which is the number of articles published in the journal in the 

same previous 2 years.  Thus, a journal’s impact factor for 2007 would be: 

 

Impact Factor 2007   =   
2006  2005in  published articles ofnumber 

2006  2005in  published articles  to2007in  cites ofnumber
+

+  

 

 Nowadays, both journals and publishers alike attach great importance to their impact 

factors.  If they are high enough, they use them for promotional purposes.  This is a far cry 

from Garfield’s original intention.  At the International Congress on Peer Review and 

Biomedical Publication in Chicago, USA, in 2005, Garfield reflected on the past 50 years 

since his original idea and commented: 

“In 1955, it did not occur to me that “impact” would one day become so controversial.  Like 

nuclear energy, the impact factor is a mixed blessing.  I expected it to be used constructively 

while recognizing that in the wrong hands it might be abused.” 

 

 During its lifetime, the impact factor has gradually evolved into being an indicator 

that now far outweighs its intended purpose.  For example, it now influences research 

assessments, grant applications, and even staff promotions in ways that Garfield could never 

have imagined.  Even in its main role as an index of journal impact, its value is often 

overstated.  I have heard it said, even by respected academics, that journals with impact 

factors of less than 1 are not worth considering for publication.  But the fact is that there are 

many high quality journals in the fields of science, technology and engineering with impact 

factors of less than 1.  Our Polymer Research Group, for example, has just had a paper 

published in the journal International Polymer Processing which is generally regarded as 

being one of the leading journals for the polymer industry worldwide, yet it has a 2006 

impact factor of 0.563.  This is because some journals, especially industry-related journals, 

tend to publish a proportionately larger number of articles (the denominator) that are general 

interest rather than research articles and which tend not to be cited (the numerator).  Other 

journals simply publish in specialist areas that are well read by a particular community but 

are also not well cited.  This skewness of citations amongst journals is well known and is one 

of the main arguments used by critics of the impact factor. 
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 In addition to the impact factor, there are two other indicators created by the Institute 

of Scientific Information (ISI) which are used to measure how a journal receives citations to 

its articles over time.  These are the so-called immediacy index and the cited half-life.  The 

immediacy index is a measure of how quickly items in a journal get cited after publication, 

while the cited half-life is a measure of how long articles in a journal continue to be cited 

after publication.  However, neither the immediacy index nor the cited half-life is as 

commonly used as the impact factor.  Consequently, this article focuses its attention on the 

impact factor and the extent to which it is used or misused as the case may be. 

 

 One of the least appreciated, or simply misunderstood, features about the impact 

factor is how variable it is with respect to both sociological and statistical factors [2].  

Sociological factors include the subject area of the journal, the type of journal (letters, full 

papers, reviews), and the average number of authors per paper (which is related to subject 

area).  Statistical factors include the size of the journal and the length (years) of the citation 

measurement window (usually 2 years but sometimes as long as 5 years).  Some examples of 

how these various factors affect a journal’s impact factor and the precautions that should be 

taken in making comparisons are listed below: 

 

• Subject Area  -  Generally, fundamental and pure subject areas have higher average 

impact factors than specialized or applied ones.  Indeed, this variation can be so great that 

the top journal in one field may have a lower impact factor than the bottom journal in 

another field.  To refer back to the previous example, it is meaningless to compare the 

2006 impact factors of International Polymer Processing (= 0.563) with, say, the Journal 

of Organic Chemistry (= 3.790) or even the Journal of Polymer Science, Part A: Polymer 

Chemistry (= 3.405).  Comparisons of impact factors should only be made for journals in 

the same subject area.  

  

• Multiple Authorship  -  The average number of authors per paper also varies according to 

subject area, from the social sciences (about 2) to the fundamental life sciences (about 4).  

Given the tendency of authors to cite their own work, it is therefore not surprising that 

journals in subject areas with a higher average number of authors per paper have higher 

average impact factors. 
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• Article and Journal Type  -  Even within the same subject area, there are significant 

variations in impact factor due to article and journal type.  For example, review journals 

invariably have higher impact factors than other types of journals simply because review 

articles attract more citations and review journals publish relatively fewer articles. 

 

• Journal Size  -  Journal size in terms of the number of articles published per year is a 

statistical factor that affects the extent to which the journal’s impact factor varies from 

year to year.  As would be expected, the smaller the number of articles, the greater the 

variation.  It has been estimated that, year to year, the impact factors of smaller journals 

(< 35 articles per year) vary on average by more than ± 40%, whereas those of larger 

journals (> 150 articles per year) vary only by around ± 15% [2].  This does not mean that 

smaller journals are less consistent in their standards.  It simply means that the impact 

factor of a smaller journal needs to vary more than that of a larger journal to be 

statistically significant.  Thus, small increases in impact factor from one year to the next 

are often statistically insignificant, despite what journals and publishers may say.  As a 

rule of thumb, it can be considered that journals in the same subject area with impact 

factors that differ by less than 25% belong together in the same rank.          

 

• The Numerator/Denominator Problem  -  Since the impact factor is a ratio, clear and 

unambiguous definitions for the top (numerator) and bottom (denominator) terms are 

essential.  But what exactly counts as a paper?  Do letters to the editor or editorials or 

“Viewpoint” articles such as this count?  ISI classifies papers into various categories such 

as research articles, reviews, proceedings papers, editorials, letters to the editor, news 

items, etc.  Whereas only those classified as research articles, reviews and proceedings 

papers are counted in the denominator, citations to all papers (including editorials, letters 

to the editor and news items) are counted for the numerator.  This can lead to an 

exaggerated impact factor, but more so for some journals than others.  For example, 

letters to the editor in medical journals (which are not “letter papers” in the sense used in 

physical science journals) often attract lively debate resulting in significant numbers of 

citations, thus enhancing the numerator without adding to the denominator.  This so-

called “numerator/denominator problem” is yet another example of why considerable care 

needs to be taken when using impact factors.     
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 With these observations in mind, we can now return to the title of this article: Journal 

Impact Factors – Their Use and Misuse.  It is fair to say that, over the years, journal impact 

factors have been the subject of much debate which has given rise to many conflicting 

opinions.  Hoeffel [3] expressed an opinion shared by many that: 

“Impact Factor is not a perfect tool to measure the quality of articles or journals but there is 

nothing better and it has the advantage of already being in existence and is, therefore, a good 

technique for scientific evaluation.  Experience has shown that in each specialty the best 

journals are those in which it is most difficult to have an article accepted, and these are the 

journals that have a high impact factor.  Most of these journals existed long before the 

impact factor was devised.  The use of impact factor as a measure of quality is widespread 

because it fits well with the opinion that we have in each field of the best journals in our 

specialty.”  

 

 Personally, I would not disagree with this view.  The system is clearly not perfect but 

it is the best that we have.  Some observers, including librarians, have argued that the 

numerator (number of cites) in the impact factor calculation is much more relevant to a 

journal’s “impact” than the denominator (number of articles).  Therefore, why not weight 

them differently or just ignore the denominator completely and consider only the number of 

cites.  They claim that this would also bring review journals more into line with research 

journals since the high impact factors of review journals are artificially enhanced by the 

relatively low number of articles that they publish.  The detailed arguments for and against 

impact factors are too numerous to mention here.  Suffice it to say that it is not so much their 

“use” as their “misuse” (some would say “abuse”) which is the main cause for criticism. 

 

 Returning to the theme of journal selection, it was mentioned at the start of this article 

that there is a growing trend for aspiring authors to select journals primarily by impact factor 

rather than journal content.  In my opinion, while the impact factor is certainly important, it 

should not be the prime consideration in journal selection.  The prime consideration should 

be the suitability (in terms of content and style) of the journal itself for the subject matter of 

the paper.  Not only does this enhance the paper’s chances of being accepted, it also ensures 

that it will be read by fellow workers in the same specialist field.  Going for a higher impact 

factor in a less suitable journal only increases the risk of rejection. 
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 In conclusion, journal impact factors are undoubtedly useful if used constructively.  

Until someone comes up with a better idea, they are here to stay for the foreseeable future, 

probably with some fine adjustments along the way.  Since the idea of an impact factor was 

first introduced in 1955, it has undergone an amazing transformation from being an obscure 

bibliometric indicator to being the chief quantitative measure of the quality of a journal.  

However, when impact factors start being used to assess the quality of research work, the 

researchers who wrote the paper, and even the institution in which they work, we are entering 

dangerous territory.  Impact factors are certainly useful as indicators of the influence that a 

particular journal has within in its own subject area, but they are not direct measures of 

research quality.  With this in mind, we should accept the limits of their usefulness and be 

extremely careful not to venture into areas where they can be misused.  
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Abstract:  This paper reviews the potential for wind-power generated electricity in Thailand by means 
of a wide-ranging literature survey. Proposed application at a university campus is used as a case study 
to demonstrate that wind power is unlikely to be economically competitive where grid-connected 
electricity is available. The need for improved low wind speed turbine performance for Thai 
applications is highlighted by comparing the output of commercially available wind turbines with the 
characteristics of Thai wind; the challenges of improving low wind speed turbine performance are 
discussed. It is concluded that for Thailand in the foreseeable future the benefits of economic wind 
power electricity generation will probably be confined to small remote isolated installations including 
traditional applications. 
 

Introduction 

Energy extraction from the wind is philosophically appealing, having a negligible impact on the 
energy content of the resource itself and minimal, if any, physically destructive side effects. However, 
the energy intensity of the wind itself is generally low, as well as being quite variable, which means 
that for significant electrical power generation applications, large installations (i.e. combinations of 
turbine numbers and sizes) are required at favourable wind locations, which in turn are often remote 
from electrical load centres and from transmission grid networks. 

While the demand on some of the other (non-renewable) resources required, e.g. construction 
materials, may be small, the additional infrastructure resources required for grid connected systems 
including backup power generation capacity can be large. Worldwide, there is currently more than 
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about 48 GW of installed wind power generating capacity (representing about 0.6 % of total world 
electricity production, with capacity growing at around 20% pa), of which Thailand has less than 
0.001%. However, for Thailand the economics of wind power installations may be unattractive and not 
competitive with other alternative energy sources now, or in the foreseeable future. 

This paper was originally prepared as the result of an internal Joint Graduate School of Energy and 
Environment/ King Mongkut’s University of Technology, Thonburi, (JGSEE/KMUTT) study on the 
potential for wind-power generated electricity for the Bangkhuntien Campus of KMUTT. It developed 
into a more general review of the wind power potential for Thailand. The paper has now been 
reviewed to determine whether the original findings should be modified in the light of developments in 
wind technology knowledge in the intervening 4 years. 

A wind map has been produced for Thailand [1], which combines and updates the wind speed data 
previously available. Thailand experiences generally very low wind speeds with typically average 
speeds of not above 3 m/s. A Department of Energy Development and Promotion, Thailand (DEDP) 
report [2] produced around the same time as the wind map identifies in general terms the potential 
wind resource available for power generation as follows (Table 1): 

 

   Table 1. Wind energy potential in Thailand [1, 2] 

Average wind speed 
and characteristic 

Poor 
(<6m/s) 

Fair 
(6-7m/s) 

Good 
(7-8m/s) 

Very Good 
(8-9m/s) 

Excellent 
(>9m/s) 

Land area (sq. km.) 477,157 37,337 748 13 0 
% of Total land area 92.6 7.2 0.2 0 0 

MW potential NA 149,348 2,992 52 0 
Note: For large wind turbines only. Potential MW assumes an average wind turbine density of 4MW per square 
kilometre and no exclusion for parks, urban or inaccessible areas. Wind speeds are for 65m height in the 
predominant land cover with no obstructions.  

 
 

Those areas identified as having sufficiently high wind speeds for practical electricity power 
generation are for the most part inland areas presenting accessibility difficulties (as would be offshore 
sites) and therefore the potential for economic wind power generated electricity is probably 
considerably less than that indicated in the table. 

The physical requirements for useful energy extraction remain as discussed in the original KMUTT 
study – the problem of the cubic relation between wind speed and power generating capacity remains. 
Currently available commercial wind turbines generally have the following characteristics: 

• cut-in wind speed of  4 to 5 m/s (large turbines) and 3 to 4m/s (small) 
• peak-power generation wind speed of +15 m/s  (large) to +12 m/s  (small) 
• cut-out wind speed of ~25 m/s 
• capability to safely withstand storm force winds of ~60 m/s +  
An example of wind speed – power characteristics for the Bonus (Siemens) commercial range of 

wind turbines (Table 2) is given in Figure 1. 
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     Figure 1. Turbine wind speed-power characteristics [3] 

 
 
 Table 2. Technical data of wind machines used in the analysis [3] 

 
The turbine performance profiles outlined above do not match well with the Thai monsoonal 

climate where near still air conditions alternate with high turbulence, giving overall very low average 
wind speeds. For reference, tables of wind power classes have been developed in the literature [4], as 
provided in the following examples (Table 3). It is evident from the current review that wind turbine 
and technology developments in the “low wind speed” zones refer to developments around class 3 – 4 
wind speeds indicated in the above table. It seems that such developments are not at sufficiently low 
wind speeds to be of significant benefit to most potential Thai applications. 

However, a detailed economic assessment of the significance of the wind resource potential 
identified in the DEDP report and table (Table 1) cited previously might be justified. Also, the 
potential for rural applications where the performance and economics of modern turbine types could be 
compared with traditional types in applications such as water pumping, battery charging, etc., 
particularly in remote areas, could usefully be investigated. 

Finally, wind power globally is facing increasing obstacles, aside from economic or wind speed 
considerations. The situation of wind power in Australia, for example,  and the climate for investment 
in this technology has recently become very uncertain as a result of the Australian Federal Government 
decisions not to increase support for MRET (Mandated Renewable Energy Target) by increasing its 



Mj. Int. J. Sci. Tech.  2008, 2(02), 255-266  
 

 

258

 
              Table 3. Wind power classes [4] 

    Elevation  10m 50m* 
Power class Wind 

speed 
m/s 

Power 
density 
W/m2 

Wind 
speed 
m/s 

Power 
density 
W/m2 

0 0 0 0 1 
4.4 100 5.6 200 

2 
5.1 150 6.4 300 

3 
5.6 200 7.0 400 

4 
6.0 250 7.5 500 

5 
6.4 300 8.0 600 

6 
7.0 400 8.8 800 

7 
9.4 1000 11.9 2000 

* Showing elevation effect based on 1/7 power law 

 
level (the proposed/installed capacity required to meet the original 2% target is already virtually 
satisfied), and to suspend wind farm project approvals, even where State Government planning 
approval processes have been successfully negotiated and completed, on the basis of local community 
group objections on the grounds of landscape unsightliness and possible hazard to migratory birds. 
Thus Government regulation and attitude together with community consultation have become critical 
issues in Australia even where technology and wind conditions are favourable.  
 

Case Study for KMUTT Bangkhuntien Campus  

The following simple analysis is based on the premise that suitable low wind speed turbines were to 
become available for $US 1,000 per kW installed, and that the performance of the Cape Promthep 
(Phuket) 150 kW installation can be used as a “model” [5]. 

Assuming the annual mean wind speed at Bangkhuntien is 3.5 m/s, and taking the data [5] for the 
150 kW installation delivering 1300 kWh/kW pa with a mean wind speed of  4.6 m/s (i.e., a 15% 
availability), and noting that wind power density is a function of wind speed cubed, then for 
Bangkhuntien, the availability would be approximately 7%, i.e. deliverable energy would be about 600 
kWh/kW pa, i.e. (3.5/4.6)3 x 1300. 

So, if it is assumed that the annual electricity demand at Bangkhuntien is given by E kWh, then 
(E/600) x 1000 (US$) x 44 (Baht/US$) = Installation capital cost = 73E Baht, and the required 
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installed capacity would be 73E/(44 x 1000) MW. Now, assuming a 20-year lifetime, and 10% pa of 
capital cost for operation and maintenance charges, and another 10% pa for interest charges, then the 
total lifetime costs would be 73E x (1 + 20 x 0.1 + 20 x 0.1) = 73E x 5 = 365E, and the cost per kWh 
delivered over the lifecycle would be 365E/20E = 18.25 Baht/kWh 

The above analysis is very flexible and small changes in any of the assumptions, such as 
performance, operation/maintenance and financing costs, would make a large difference to the result. 
Also, since the original study, the exchange rate has varied considerably. It should be noted, however, 
that with the very intermittent nature of Thai wind, alternative standby power supplies and/or very 
large storage capability (perhaps by pumped storage?) would be required to ensure continuity of 
electricity supply. The costs associated with this requirement have not been factored in, but would 
need to be included in any accurate and complete analysis. The conclusion is thus that electricity costs 
from wind power generation would be about one order of magnitude greater than electricity purchased 
from the grid (at around 2.5 Baht/kWh). 
 
Thailand’s Wind Regime and Scenario 

Wind speeds 

From the Thailand Meteorological Department (Bangkok) and for the river mouth Pilot Station, 
monthly mean wind speeds taken from climatological data 1966 – 1995 are reported below (min. – 
max). The figures in { } are taken from “Solar and Wind Energy Potential Assessment of Thailand”, a 
KMITT (now KMUTT) report from 1984 [7]:- 

• Pilot Station: 3.4 – 5.6 m/s (max 60 m/s) 
• Bangkok Metropolis: 1.2 – 2.5 m/s (max 45m/s) {2.37 m/s} 
• Klong Toey: no data (max 29 m/s) 
• Don Muang: 2 – 2.9 m/s (max 53 m/s) {3.13 m/s} 
• From the above reference, the highest mean wind speeds reported for any location in 

Thailand are: 
• Petchaburi: 4.9 m/s 
• Pilot Station: 5.6 m/s 
• The further data [6] shown below confirms the generally low wind speeds experienced in 

Thailand: 
• Mean wind speed: < 5 m/s (range for Ubon 2.20 – 3.74 m/s; Haad Yai 3.6 – 4.35 m/s)  
• Per cent calm period: a maximum of 48% (range from 35%) at Ubon, 93% at Haad Yai, and 

35 – 46% at Phuket 

Power densities 

Exell [6] also includes power density information such as at Prachuapkhirikan, an annual mean of 
92 W/m2 (seasonal range 43 – 227), Songkhla 160 (80 – 240) and Phuket 168 (40 – 280). 

From KMITT report [7], the following comments are made: “… wind speeds < 5m/s may be 
suitable for water pumping applications…”; “…wind speeds > 5m/s could meet a significant % of the 
energy needs of the country…”, and also information given: “…that wind power densities > 500 W/m2 
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are available over the ocean.”; “…wind power densities > 200 W/m2 are available over some limited 
land areas.” 

Note that available wind energy Pa/A (i.e. the power density x power coefficient = electricity 
production potential) is expressed by the power law: 
 
Pa /A (W/m2 ) = 0.5 x Cp (power coefficient) x p (air density)  x V3 (air speed) 
 
A value for Cp = 0.4 has been assumed; this is the Cp achieved by most turbines running optimally. 
The maximum value obtainable is 0.593 (the Betz limit). An interactive model available at the 
Australian Wind Energy Association’s (Auswea) website (see Appendix) for a range of turbine sizes at 
wind speeds probably in excess of those likely at Bangkhuntien has been run with the results as shown 
in Table 4. 

Thus assuming Cp = 0.4 and taking p = 1.16 (from [6]), then Pa /A = 0.232 x V3  
which becomes, for the following wind speeds, 

2 m/s: 1.86 W/m2 (or, expressed as power density, 4.65) 
4 m/s: 14.8 W/m2 (37)  
6 m/s: 50.1 W/m2 (125) 

These figures are in line with, or somewhat below, the mean power densities quoted for Thai 
locations above. They appear to be below the power densities needed for useful/economic electricity 
production. 
 

 Table 4.  Auswea interactive wind energy model 

Wind speed 
m/s 

Rotor diameter 
m 

Efficiency assumed 
(optimal ~ 40%) 

Power output 
kW 

5 10 40 10 
5 50* 40 120 (~1 MW*) 
5 5 40 2.5 
3 10 50 2.7 
4 20 40 20 

* This is approximately the size of turbine being used to generate 1 MW under northern European conditions: thus 
for Thai wind conditions the power output would be around 10% of rated capacity (see also conclusions for 
Bangkhuntien campus analysis). 

 

Selected quotes from relevant reports 

The above statements are supported by a number of reports [5,8-15], from which the following 
comments have been extracted: 
 “…analysts…find insufficient wind resources…Thailand…” (p.31 of [8]); 
“…it is recognised that there is no useful power output until about 10 mph (about 4.5 m/s)…” (p.5 of 
[8]); 
“...little justification for any extensive promotion of wind power…” (p.2 of [5]); 
“…as a rule of thumb…average annual wind speed between 5 and 7 m/s (is required) before it will be 
profitable to operate with wind energy schemes.” [5]; 
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“…where (an)…average wind speed above 5 – 6 m/s is never reached...avoid investment in wind 
turbine technology except for test and research…” (private communication received from Ramboll as a 
follow-up to [5]); 
“….money better spent on other technologies…” (follow-up to [5]); 
“…based on Phuket wind measurements…and a 600 kW wind turbine…payback period, 37 years.” 
(p.2 of [5]); 
“…average wind speed needed for economically viable projects (even with ‘favourable’ power 
purchase rates) = 8 m/s…” (p.179 of [9]);  
“Wind generation – being reassessed” (p.16 of [10]); 
 “…In general, winds exceeding 5 m/s are required for cost effective application of small grid-
connected wind machines, while wind-farms require wind speeds of 6 m/s…” [11]; 
“…In general, sites with a Wind Power Class rating of 4 or higher (i.e. > 5.6  m/s at 10 m elevation) 
are now preferred for large scale wind plants…” [11];  
“…The average wind speed in Thailand is moderate to rather low, usually lower than 4 m/s.” [12];  
“…constraints affecting wind energy in Thailand:- 

• absence of specific financing schemes designed to support wind energy development 
• absence of grid for connection in many rural areas 
• the lack of wind data which is sufficiently accurate 
• industry standards to allow wind site identification 
• some existing wind turbines not functioning 
• low level of wind technology capacity” [13]; 

“…As of 2003, a total capacity of 1.5 MW of (wind-driven) water pumps and wind turbines 
delivering a total capacity of 0.388 MW have been installed mostly by the Electricity Authority of 
Thailand (EGAT) and DEDE. Currently the production cost of electricity for wind turbines is 
estimated to be between 0.11 and 0.13 US$/kWh.” [14,15]. 

 
The Challenge of Low Wind Speed Regimes 
 

Clearly the development of wind turbines capable of significant energy extraction at wind speeds 
below the normal low wind speed regime (i.e. < class 4 wind) is a major challenge. The US 
Department of Energy [4] states that the research goal of the Low Wind Speed Technology activity is 
“By 2012 to reduce the cost of electricity from large wind systems in Class 4 winds to 3 c/kWh for 
onshore systems or 5 c/kWh for offshore systems.” Technology improvements are stated as being 
needed in the following points: 

• Turbine rotor diameters must be larger to harvest the lower energy winds from a larger inflow 
area without increasing the cost of the rotor. 

• Towers must be taller to take advantage of the increasing wind speed at greater heights. 
• Generation equipment and power electronics must be more efficient to accommodate 

sustained light wind operation at lower power levels without increasing electrical system 
costs. 

Under the title “Wind Energy Resource Potential”, it is concluded that areas designated Class 4 or 
greater are suitable with advanced wind turbine technology under development today and that Class 3 
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may be suitable for future technology. Class 2 areas are marginal and Class 1 unsuitable for wind 
energy development. 

The paper from which the following comments are drawn [16] addresses some of the issues 
involved. Comparison is made between the performance of commercially available machines and a 
postulated hypothetical low wind speed machine. The conclusion drawn is that “…To achieve a large 
power output in low wind speed areas, a group of small wind machines …designed for a low cut-in 
speed might be much more appropriate than a single, large stand-alone high rated power output wind 
machine.”, and “… proper matching between its designed operating wind condition and the frequency 
distribution of wind speeds at a site is the prime factor…” 

Substantial and ongoing R&D effort will be required to support low wind speed studies, including 
the development of appropriate test facilities such as that reported by Wahab and Tong [17] and 
investigations of low wind speed performance such as those by Wright and Wood [18]. Of course, for 
practical installations, the questions of capital and operating cost and service life have to be considered 
as well as sunk R&D costs. In fact, the technical and the economic aspects would need to be brought 
together along with social and political considerations for any successful application. 
 
Overall Economics of Wind Power 

There have been many cost comparisons between different electricity generating technologies. A 
recent example [19] provides the following data based on UK applications (‘2004 pUK/kWh): 

• Combined cycle gas turbine: 2.2  
• Coal (all types): 2.5 – 3.2  
• Nuclear power: 2.3  
• Onshore wind: 3.7 (rising to 5.4 allowing for back up generating capacity) 
• Offshore wind: 5.5 (rising to 7.2 allowing for back up) 
• Wave & marine: 6.6  
• Biomass: 6.8  

An article in Power Generation World [20] cited wind power generation costs at US$/kWh 0.03 – 
0.06 compared to approximately US$/kWh 0.04 for fossil fuels while other reports [14,15] give the 
wind power generation cost between 0.11 – 0.13 US$/kWh. 

In an article in the National Geographic Magazine (2005) (see Appendix for details), approximate 
power costs in USc/kWh are given as: coal – 5, natural gas – 5.5, wind – 6, nuclear – 7, solar – 22.  
Another source [21] provides some comparative information on operating, maintenance and fuel costs 
in USc/kWh (1985) for different electricity generating technologies as follows: wind _ 1, coal _ 2.3, 
nuclear _ 1.9, gas _ 4.2, oil _ 5.3.  Even if these figures were only very approximate and have changed 
with the passage of time, they do suggest that the running costs of wind turbines are not insignificant.  

Comparisons of generating costs from published data can be difficult because it is not always clear 
whether the full life cycle costing has been undertaken and all relevant costs have been included. For 
example, it is not known whether the following have been included in any analysis:  

• planning approval and design (including R&D costs where relevant), 
• construction costs (including off-site works where required, e.g. strengthening transmission 

systems, providing for additional generating capacity, etc.),  
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• operating costs including fuel sourcing, supply and waste disposal, plant maintenance and 
refurbishment, etc., 

• at the end of service life, the total cost of decommissioning and storage and disposal where 
required,  

• all environmental costs, e.g. climate levies (carbon taxes or credits), land remediation, etc., 
• the cost of financing the necessary investments. 

These costs are very site, region and date specific.  
 
Commercially Available Wind Turbine Generator Technology 

Wind turbines are commercially available across a very wide range of generator outputs, from a few 
watts to several megawatts. In this paper there have been several references to data taken from the 
webpages of wind turbine manufacturers. A listing of a selection of these suppliers is included in the 
Appendix. Also included is a reference to a provider of software suitable as an aid to designing wind 
turbine generating systems as well as to providers of more general wind power information.  

 
Conclusions 

It would appear from this investigation that there is no justification for investing effort on wind 
power projects for grid connected electricity production at any scale, and no justification for such an 
electricity generating installation at the Bangkhuntien campus. There may be some justification for 
continuing to work on projects intended for remote area applications, where mean wind speeds are at 
the upper end of reported data for Thailand (e.g. 4 –5 m/s), for example for water pumping application. 

Thus at Bangkhuntien it could be recommended that studies continue along the path of existing 
work being undertaken of wind turbines suitable for intermittent loads such as water pumping 
operating under low wind speed conditions. This work might be immediately applicable to situations 
such as that at the salt farms to the south-west of Bangkhuntien where traditional windmills are still in 
use, or for prawn farms. 

It should be mentioned that while wind systems may not be currently economically or technically 
attractive, nonetheless it would be useful for Thailand to have technical capability in this area (as 
provided by the Cape Promthep installation) and for potential hybrid situations, such as at remote 
national parks. A continuing watching brief on overseas technology would be appropriate not only to 
wind turbine developments for low wind speed conditions, but also to developments in such associated 
equipment as batteries, e.g. versatile systems based on technology similar to fuel cell technology 
which could simplify the output electrical power conditioning constraints for wind turbines and which 
could well make some difference to viability.  

 However, it would be of some concern, based on the low wind potential noted above and in the 
previous reports from which comments have been drawn, if the statements reported in the Bangkok 
Post (Business Pages) of late December 2001 were accurate, i.e. that “…energy conservation plan … 
key projects … promoting … wind power …” If true, this would appear to be a misallocation of 
resources.  
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The correspondence of January 8th and 13th,  2002 in the same newspaper together with an article 
profiling the EGAT Governor’s views of 21st January, 2002 all covered the same ground, with the 
latter drawing a similar conclusion to that of the authors. 
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Appendix 

 The following are supplier listings but are not comprehensive: 
1. Wind power software and general information 

• Australian Wind Energy Association, www.auswea.com.au , includes a model for power 
generation estimates (2002). 

• “Wind Turbine Technology Briefing Notes”, The British Wind Energy Association, 2006, 
www.bwea.com 

• American Wind Energy Association, www.awea.org 
• HOMER micropower optimization model as an aid to off-grid and grid connected systems, 

National Renewable Energy Laboratory – NREL, US, www.nrel/gov/homer (see also the 
model Windographer @ www.mistaya.ca/windographer) 

• National Geographic Magazine, August, 2005: p2 “Powering the Future” 
(www.nationalgeographic/magazine/0508) 

• BP Global Energy Review – World wind energy and other data at end 2004, 
(www.bp.com/sectiongenericarticle) 

 
2.  Wind turbine hardware suppliers 

• Wind Energy Businesses in the World – from Source Guides – for detailed listings of 
suppliers by country www.energy.sourceguides.com/businesses 
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• Siemens Wind Power (previously Bonus @ www.bonus.dk): 22 kW to 2.3 MW range: 
(5800 turbines in operation – installed capacity 4500 MW) 
www.powergeneration.siemens.com/en/windpower  

• Swift Silent Rooftop Wind Energy System, UK, 1.5 kW, www.renewabledevices.com  
• NEG-MICON: (7,400 turbines in operation – 23% of world generating capacity – 16% 

annual growth rate in MW installed – future offshore installations in 3 – 5 MW range), 
Denmark, www.neg-micon.dk  

• US Wind Turbine, www.uswindturbine.com, 1kW – 5 MW range 
• Windstream Power Systems, US. (www.windstreampower.com), 0.1 kW 
• Travere Aerogenerateurs, France, 0.3 kW – 12.5 kW range, www.travere.com   

 
3.  Information on the wind power situation in Thailand 
• Electricity Authority of Thailand – www.egat.or.th - which gives details of the Cape Promthep, 

Phuket wind power installation – turbines 22 – 150 kW (as at 2002) 
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Abstract: In many developing countries, particularly Nigeria, the high cost of production of a 
vehicle jack and the prevailing economic situation has made the commercial production of 
vehicle jacks difficult. Thus, the development of an appropriate technology for a vehicle jack 
would be of vital utility to vehicle users. This paper presents the design and construction of a 
low-price, simple mechanical jack with wedge mechanism to provide a lift of about 160 mm with 
a self-locking capability for both small- and medium-sized vehicles. The design calculations 
involve the evaluation of applied force required, the screw shaft design, and the lift head design 
analysis. The fabricated jack was tested on some small and medium vehicles, which resulted in a 
good lift without any pre-manual lifting. The jack weighs about 4 kg and costs about N1000 per 
unit. 

Keywords:  vehicle jack, screw system, wedge mechanism, vehicle lifting 
 

Introduction  

A very important repair tool in the automobile industry is the vehicle jack. Essentially the jack 
is used in raising a vehicle sufficiently above the ground to remove tyres when required. A vehicle 
owner without a jack will, at an unguarded moment, suffer loss in time, finance and energy. Although 
the vehicle jack does not contribute directly to the smooth running of a vehicle engine, yet its 
availability is crucial during tyre deflation.  

There are two broad types of vehicle jack that can be obtained in practice, viz. the mechanical 
type and the hydraulic type [1, 2]. The mechanical jack can be of the scissors type or of a simple screw 
jack. When the scissors jack is placed in position under a vehicle, the rotation of the handle causes the 
frame to rise, thus producing a lift of the vehicle. When it is not in use (unload condition), the handle is 
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given reverse rotation, which collapses the frame and makes it compact enough for packaging. For a 
simple screw jack in operation, two gearwheels are meshed so that their shafts are at an angle of 90o to 
form a bevel gear. One gearwheel locates the handle while the other contains an internal thread in its 
bone that meshes with the load screw. By rotation of the handle, the driving gearwheel is rotated and 
this is transmitted to the driven gearwheel, which also induces a lift of the load arm and consequently a 
lift of the vehicle. The second type of the vehicle jack, the hydraulic type, has its lift provided by 
hydraulic fluid forced against the load head by a reciprocating motion of the handle. This jack has a 
higher mechanical advantage compared to mechanical jacks. 

Three possible factors militate against the purchase and use of a jack. First the cost is a crucial 
factor that limits the purchase of a vehicle jack. It is known that in the present circumstances of many 
developing countries, the prices of imported vehicle jacks are high, thus limiting the number of 
potential buyers to the few. The second factor relates to the fact that failure encountered in some jacks 
is more frequent and effective repair difficult. For instance, in the scissors jack excessive load acting 
on the driving screw frequently causes wear on the screw. Repairs as locally done on this jack involve 
re-threading the screw and/or welding of the shaft when there is breakage, whereas a more effective 
approach is to reproduce the square threaded screw shaft or at least order for spares that are not easily 
disposable to the local metal shop. The third problem confronting the use of vehicle jacks relates to 
inadequate facilities and personnel. A commercial production fulfilling all design requirements of 
existing jacks requires special equipment which includes a thread-rolling machine, a gear hobbing 
machine and other facilities. All these are expensive and technical personnel required are scarce. It is 
important to note that while vehicle jacks exist in their varieties, a consideration of another option, a 
wedge jack, that may be used in a developing country is reasonable. The literature on this type of jack 
seems to be either nonexistent or poorly documented. This is the motivation for the current paper. In 
particular, this paper presents the design and construction of a low-priced, simple wedge jack to 
provide a lift of about 160mm with a self-locking capability for both small- and medium-sized 
vehicles.  
 
 
Design and Development 
 

By considering all the problems discussed in the previous section, a proposal is now made on 
the possibility of designing and developing a wedge jack that can be used for vehicles in developing 
countries. At this stage, it is important to describe the vehicle wedge jack designed and developed. The 
jack consists of five main parts, viz. the lift head, the sliding wedge, the driving screw, the handle, and 
the jack body (Figure 1). The lift head is constructed of a mild steel pipe capable of supporting 
compressive load from the vehicle. The contact surface is cylindrical and coated with high lubricating 
fluid. In constructing the sliding wedge, a flat steel bar is used with a black hole to locate the drive nut. 
The slope angle is kept at 45o to minimise space. For the driving screw, the forward and backward 
movements of the sliding wedge are provided by a threaded shaft that is located via a bushing. The 
screw is made of hardened steel to withstand excessive wear and loading. At the slotted top of the 
screw is the handle. The handle transmits motion and energy from the user to the load. By constant 
clockwise rotation of the handle, the sliding wedge is driven forward and this induces a vertical motion  
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Part no. Description Quantity 
1 Lift head body 1 
2 Body 1 
3 Sliding wedge 1 
4 Slotted screw 1 
5 Driving nut 1 
6 Handle 1 
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Figure 1. Wedge jack and components 
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on the load head giving the desired lift. The handle axis lies at different inclination to the horizontal 
resulting in the estimated mechanical advantage of about 120 based on ergonomic and other 
considerations. The handle is made of a steel rod with a welded pin at the end to locate the slot on the 
driving screw. The jack body is fabricated from a 2-mm flat bar. A back plate locates the bushing from 
which the screw rotates. The front portion is uncovered to allow the sliding wedge to traverse the 
whole length. The lift head guide is welded to the top cover of the body. 

Consideration is given to the fact that a low technology product is desired for ease of use. It has 
to be cheap, light, potable, and operated with minimum effort. It is desired that the jack provides a lift 
of about 160mm. In order to obtain the design data, reference is made to Bosch Automobile Handbook 
[3]. Tables 1-3 were complied from Bosch Automobile Handbook 2 [3]. From Table 1, it is observed 
that the minimum ground clearance for common passenger cars is 120 mm.  

 
Table 1.  Ground clearance for common passenger cars in Nigeria [3] 

 
Type of car Ground clearance (mm) 
Audi CC 120 
BMW 318 125 
BMW 524 140 
Escort 1.4 cc 140 
Sierra 1.8 GL 120 
Peugeot 505 GR 120 
Peugeot 305 GLD 120 
Renault R4 GTL 175 
Accord Ex 160 
Mazda 323 Lx 1.3 150 
Toyota Corolla 1.3 GL 160 

 
Thus, in essence this implies that the maximum height of the jack cannot be more than 120mm, 

otherwise it will be physically impossible to place the jack directly under the chassis before providing 
a manual lift. Equally, from Table 2, the maximum inflated tyre thickness which constitutes the 
minimum lift for clear raising from ground is 130 mm.  

 
Table 2.  Inflated tyre thickness for some selected passenger cars [3] 

 
Type of car Inflated tyre thickness 

(= minimum lift) (mm) 
Audi CC 116 
BMW 524 123 
Peugeot 505 GR 123 
Sierra 1.8 GL 116 
Accord Ex 130 
Mazda 109 
Toyota Corolla 1.3 GL 123 

 
This also constitutes a useful guide in jack proportioning in the design data. The maximum 

weight from the range of vehicles tabulated in Table 3 is 1,660 kg. Since about 2/3 of the weight will 
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be on the engine side, and this will equally be shared between the two tyres at the engine side, the 
maximum load on the jack (W) will be 610 kg.  

 
 

Table 3.  Curb weight and maximum weight for selected passenger cars in Nigeria [3] 
 

Type of car Curb weight (kg) Max weight (kg) 
Audi CC 950 1410 
BMW 524 1310 1810 
Peugeot 505 Sr 1215 1655 
Sierra 1.8 GL 1065 1600 
Accord Ex 1105 1660 
Mazda 880 1450 
Toyota Corolla 865 1385 

 
At this stage, an evaluation of applied forces is done. The forces are evaluated from the 

standpoints of wedges A and B, which are indicated in Figure 1. The basic equations for the evaluation 
of applied forces, as presented by McGill and King [4] are as follows:  
     (Nomenclature:  μ =  coefficient of friction 

F1,F2 =  frictional forces 
N1,N2 =  normal forces 
P =  applied load 
W =  vehicle load  
D =  diameter of shaft 
Di =  linear diameter of shaft 
Do =  outer diameter of shaft 
FS =  factor of safety 
θ,α =  angle of inclination  
E =  modulus of elasticity 
L =  lift distance 
π =  3.142 
Wcr =  critical load to cause bucking 
Pcr =  critical applied load) 

 
For wedge A (see Figure 1), summing up forces along the x-axis yields  

P – F1 Cos θ - N1 Sin θ - F2  =  0       (1) 
F1 Sin θ + N2 – N1 Cos θ  =  0        (2) 
F2  =  N2         (3) 
F1  =  μN1         (4)  

 
For wedge B (see Figure 1): 

N1 Sin α - F3  – P  =  0       (5) 
N1 Cos α - N3  =  0        (6) 
F3 - μN3  =  0          (7) 
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By substituting (3) and (4) into (1) and (2), also substituting equation (7) into (5), four basic equations 
are obtained as follows: 

P - μN1 Cos θ - N1 Sin θ - N2  =  0       (8) 
μN1 Sin θ + N2 – N1 Cos θ  =  0       (9) 
N1 Sin α - μN3 – W  =  0        (10) 
N1 Cos α - N3  =  0         (11) 

 
These equations are solved for input values of θ, α, μ and W. The next stage is to utilise 

specific design values of θ = 450 (for minimum traverse length), α = 450 (lift head being vertical), μ = 
0.20 (metal to metal contact), W = 7982N (actual load x FS) (vehicle load), where FS is the factor of 
safety given as 1.5. Now, by substituting these values in the set of equations (8) to (11), we obtain P = 
5096N, which is the load on the screw required to advance the screw in the direction of loading. For 
the screw shaft design, the screw is treated as a column subjected to the point load P. The critical load 
to cause bucking, defined as Wcr, is expressed as  

     P
L256

EDπW
43

cr ==         (12) 

Given that E is the modulus of elasticity of the material, and L = 160mm (minimum lift + 30 
mm), then D is obtained as 15 mm. This is the required screw diameter to transmit the load applied. 
The lift head is another item to design. The lift load is treated as a column. Thus, the governing 
equation used, represented as Pcr or W, is defined as follows for the hollow section: 

  
256L

)DE(DπWP
4
i

4
o

3

cr
−

==         (13) 

By substituting appropriate values and solving iteratively, this yields Do = 35mm and Di = 30mm. 
 
 
Product Fabrication and Test 
 

Based on the design proposed above, a model jack was fabricated and tested on some common 
passenger cars found in Nigeria, which have low and medium ground clearance. The material used for 
fabrication were mainly steel plates and iron rods. Test results show that the jack gave a good lift 
without any pre-manual lifting. Also, the jack weighs about 4 kg, which is an acceptable weight in 
comparison with other kinds of mechanical jacks (Table 4). The information provided in Table 4 also 
ascertains that a cost of  N1,000 ($1 =  N125) is within the range for other mechanical jacks. However, 
the large-scale production of this specimen is expected to considerably reduce its production cost to a 
very competitive price.  

 
Table 4.  Cost and weight comparison of some jacks [5] 

 
Type of jack Weights range (kg) Cost range (N) 
Mechanical  2.5-4 1000-3000 
Hydraulic 2.5-5 1000-2500 
Designed wedge jack 4 1000 
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On a careful observation, the merits derivable from the production of the jack fall into three 
classifications: operation performance, manufacturing techniques, and self-locking capability. For its 
operational performance, it is noted that failure in the driving screw could not be rampant because the 
dead load is not directly acting on it, which in turn minimises wear. The basic manufacturing required 
offers benefits in terms of manufacturing. The techniques required are welding and machining, thus 
making it easier to produce in a machine shop and consequently reducing the level of skillful 
personnel required. In addition, on operation the jack is automatically self-locked by the wedge base 
and has near-zero danger level of unloading the system. This may be induced in some jacks by worm 
thread or gear teeth. 

 
 
Conclusions 
 

A vehicle-lifting technology has been developed, which is an option that might be easily 
adapted in developing countries. The wedge jack which has been designed, fabricated, and tested 
offers a comparatively good performance as well as a comparative price range and certain advantages. 
It is believed that the use of wedge jack will make a positive influence on the vehicle-lifting industry. 
Since the novelty of the work lies in the fact that this is the first time that the current design is reported 
in a systematic way, several directions of thoughts needs to be investigated in future studies to make 
the product mature.  
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Abstract: Abscisic acid (ABA), mineral content, and 13C photoassimilates in young leaf, 
shoot and root of peach trees (Prunus persica Batsch cv. Hikawahakuho) as affected by 
phloemic stress (bark ring) were studied. The trees were treated as control (no phloem 
ringing), partial phloem ringing (PR) and complete ringing (CR). Phloem ringing was made 
by peeling out 2 cm length of bark (phloem) from the trunk leaving a connecting 2 mm 
thickness of phloem strip (a band) while complete ringing (CR) left no phloem strip. Free, 
bound and total ABA content in peach shoot and leaf were higher in CR and PR treated 
trees than in control trees. The N and Ca content in the root were higher in PR and CR than 
in control. 13C photoassimilates were higher in leaf, shoot and upper trunk in PR and CR 
than in control. The results show that PR and CR increase ABA content in leaf, 13C 
photoassimilate content in shoot and leaf, and mineral content in root. The increase in the 
hormone (ABA) and mineral content in the leaf and root seems to affect the overall plant 
nutrition that leads to small-sized peach trees.  

Keywords: abscisic acid, mineral content, 13C photoassimilates, dwarfing, partial ringing, 
complete ringing, peach trees  
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Introduction 

Phloem ringing as represented by partial ringing is a horticultural practice used to manipulate tree 
growth, development, and fruit growth in a variety of fruit species. Small, compact, dwarfed or size-
controlled fruit trees provide for easier pruning, thinning, spraying, harvesting, high production of 
high-grade fruit and lower cost of production [1]. The primary factor limiting the use of size-controlled 
rootstocks in stone fruit production is the lack of suitable rootstocks with a wide range of compatibility 
among cultivars [2]. Jose [3] found that girdling treatments cause lower vegetative growth in relation 
to control in mango trees. 

Arakawa et al. [4] reported that trunk growth of apple trees is significantly increased above the 
girdling point and reduced below it. Onguso et al. [5] reported that the increase of trunk circumference 
above the girdle might be caused by swelling of the trunk due to the accumulation of carbohydrates. 
They also stated that girdling blocks the translocation of sucrose from leaf to root through the phloem 
bundles. The block decreases the starch content in the root and accumulates sucrose in the leaf. Rose 
and Smith [6] found that complete girdling of the stems kills the plants and partial girdling weakens 
the plants.  

It has been reported that spraying one-year-old peach shoot with ABA increases their lignin content 
and dwarfs the plant [7]. A sudden increase in endogenous ABA has been demonstrated for several 
stress phenomena like salinity, relative humidity, osmotic root stress and wilting [8]. Furthermore, the 
fruits brought about an increase in leaf ABA levels in soybean within several hours [9]. 
Goldschmidt et al. [10] observed that accumulation of ABA indeed reflects the tissue response to 
senescence-inducing stimuli. Davies [11] stated that girdling results in diminished N, P and Ca level in 
the leaf on the girdled branch compared with ungirdled one. However, there is few available literature 
on ABA, mineral content and 13C photoassimilates as affected by bark ringing. This study was 
undertaken to determine the ABA, mineral, and 13C photoassimilate content in peach trees and to 
obtain a quantitative estimation of the changes which occur during senescence as affected by phloem 
restriction (girdling) on the trunk. 
 

Materials and Methods 

Experiment 1 

 Site 
The experiment was carried out in an orchard in the Ehime University Farm located in southern 

Japan.  
 

Plant material 
Two-year-old peach trees (Prunus persica Batsch cv. ‘Hikawahakuho’) grafted on peach seedling 

stocks (wild form) were used in this experiment during April 2004. The seedling rootstocks were 
collected from the nursery (potted seedling) and transplanted in the main field on 13 April 2004. The 
rootstocks were planted by maintaining pit. The pits were spaced at 0.60 m x 1.0 m. The tree height 
was 1.0 m initially and the trunk circumference and diameter was about 6 cm and 2.3 cm respectively. 
Weeding was done by maintaining row as required. Compound fertilisers were applied after 
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transplanting at the rate of 10% (w/v) each of N, P2O5 and K2O per tree. Irrigation was applied once a 
week by hose pipe. Insecticide was applied once a month.  
 
Treatment setting  

Treatments were set on 13 June 2004. Partial ringing (PR) was done by using a small sharp knife to 
remove a 2-cm length of partial ring leaving a 2-mm width (thickness) of a connecting strip (bridge) in 
the trunk 20 cm above the ground (Figure 1). In case of complete ringing (CR) there was no 
connecting bridge or strip. There were 3 treatments (control, PR, and CR), each performed in 
quadruplicate. For each replication each individual tree was used. There were thus a total of 48 (4 x 3 x 
4) trees used for four dates ((June 20, June 27, July 11 and August 10) for ABA and mineral content 
analysis.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Photographs showing ringing structure and trunk circumference of peach trees as affected 
by partial and complete ringing (PR and CR) 
  
Sample collection and preparation for ABA and mineral content analysis 

Young leaf (at upper part of ringing), shoot and root samples were collected on the 1st, 2nd, 4th and 
8th weeks after treatment (June 20, June 27, July 11 and August 10). Twelve trees were uprooted and 
washed on each date for ABA and mineral content analysis. Fresh leaves were separated, washed and 
kept in the freezer immediately after harvest and used for ABA analysis. Shoots and roots were used 
for mineral analysis. 
 
Abscisic acid (ABA) analysis 

The analysis was carried out according to the method of Most et al. [12]. A sample (1 g) was 
homogenised in 80% ethanol and filtered. They were then concentrated in vacuo to the aqueous phase 
using a rotary evaporator. The aqueous phase was mixed with insoluble polyvinyl pyrollidone (PVP) 
(500 mg/5ml H2O) and filtered. The pH of the filtrate was adjusted to 8.5 using 5% NH4OH followed 
by partitioning with CH2Cl2 (4 x 10 ml). The organic phase was discarded and the pH of the aqueous 
phase was adjusted to 3 using 1 M HCl. Partitioning was again repeated four times with CH2Cl2 as 

Control              Partial ringing (PR)    Complete ringing (CR)  

2cmx 2 mm 
ring 

Above ring 
 
 
Below ring 
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explained above. The organic phase in turn was partitioned four times, each with 10 ml of a 
bicarbonate buffer (pH 10), and the alkaline aqueous phase was separated.  The organic phase, 
containing free ABA was evaporated to dryness in vacuo. 

       For hydrolysis of bound ABA, the pH of the acidic aqueous phase was adjusted to 10.5 with 
5% NH4OH, then heated in a water bath at 60 oC for 45 min. The solution was left to cool  at room 
temperature for 1 h and  the pH was adjusted to 3 with 1 N HCl and partitioned four times with 
CH2Cl2. The organic phase was retained and evaporated to dryness in vacuo. 

The methylation of ABA and the GC conditions were as follows. A prepared sample (1g) 
containing ABA was dissolved in 5 ml acetone/methanol (9/1) and the methylation with diazomethane 
was carried out using a method modified from Schlenk and Gellerman [13]. The test tubes were 
arranged with tube 1 containing acetone, tube 2: carbitol, KOH and NMSA (n-methyl-n-nitroso-p-
toluenesulfonamide) (5 g/50 ml acetone), and tube 3: the sample dissolved in acetone/methanol. 
Nitrogen gas was passed through the sample for 3 min. The sample was evaporated overnight at room 
temperature with the help of a fan. The sample was taken up in 1ml acetone and 1 μl injected into a 
Gas Chromatograph (GC-8A, Shimadzu, Kyoto, Japan) equipped with an electron capture detector 
(63Ni) and a glass column packed with Gaschrom Q (80-100 mesh) coated with 2% silicon OV-7. The 
injection/detector and column temperature were 240 oC and 230 oC respectively. The flow rate of the 
carrier gas (N2) was 40 ml/min. 
 

Mineral content analysis 
 One-gram of ground shoot or root samples was placed in a crucible and dry-ashed by heating in 

a muffle furnace for 5 h at 550o C. One ml of 20% HCl was added to the residue which, after 
decantation of the acid solution, was rinsed with distilled water (2 x 1 ml). Finally 17 ml distilled 
water were added to the combined acid and rinses to make a 20 ml solution. This stock solution was 
used to measure K, Ca and Mg by an atomic absorption spectrophotometer (Shimadzu AA-6200, 
Kyoto, Japan). Phosphorus (as molybdate-reactive P) was estimated by a colorimetric method at 620 
nm (Hitachi U-2001, Tokyo, Japan). For N analysis, 20 mg of leaf samples were taken and analysed by 
means of a CN coder (Sumitomo NC-80, Tokyo, Japan) [13].  
 

Experiment II 

Plant material  
Potted (φ 30cm) two-year-old peach trees (Prunus persica Batsch. var. ‘Hikawahakuho’) grafted on 

wild peach rootstocks were used in this experiment in late July 2004. The treatments were the same as 
in Experiment1. There were a total of 9 trees used in the experiment.  
 
13C labelling experiment 

The trees above the graft union were enclosed inside transparent polyethylene bags. 13CO2 was 
generated by reacting 5.0 g of 13C-rich BaCO3 (supplied by Nippon Chemical Industries Co. Ltd, 
Japan) with 50% lactic acid in a Petri dish inside the bag. A small fan was used to circulate the air in 
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the bag. The temperature in the bag during 13CO2 treatment was maintained at 25-30o C by intermittent 
misting over the bags. 
 

Plant sample collection and 13CO2 analysis 
 13C labeling was carried out for 3 h from 9:00 to 12:00 a.m. on July 31, 2004. The trees were 

uprooted and washed, and shoots, leaves, trunks and roots were separately collected 24 h after 13CO2 
feeding. The samples were oven-dried (heated at 90o C for 1 h to terminate enzyme activity and dried 
at 60o C for 3 days), ground and used for analysis of 13CO2. One milligram of each sample was used to 
determine the isotopic ratio between 12C and 13C in the sample by combustion using an infrared 13CO2 

analyser (JASCO EX-130S; Japan Spectroscopic Co. Ltd., Tokyo). The % excess of 13C was 
calculated by subtracting the concentration of 13C atoms in nature from the measured concentration in 
tissues fed with 13CO2. 
 
Design and statistical analysis  

Treatments were set following a completely randomised design repeated in different trees. Mean 
separation was done by Duncan’s multiple range test (DMRT) at 5 % level of significance. 
 

Results and Discussion 

Figure 1 shows the effect of partial and complete ringing on the trunk diameter after treatment. In 
control trees, no changes were observed above and below the ringing girdle. However, the trunk 
diameter increased above the ring and decreased below the ring in PR- and CR-treated trees compared 
to control (Table 1). Free ABA content was also higher in PR- and CR-treated trees than in control 
trees (Figure 2). In CR trees, free ABA content increased during the following 8 weeks, whereas in PR 
trees free ABA content increased more slowly up to the 4th week, then declined. For bound ABA 
content a similar trend was observed in both CR and PR trees. Total ABA content was also highest in 
CR followed by PR trees, both being more than in control trees (Figure 2). The percent nitrogen and 
calcium were lower in PR and CR trees than in the control for new shoot, old shoot and leaf, but it was 
higher in CR trees in the case of root (Figures 3-4). This may probably be due to the break in the 
connection between the upper and lower part of the ring. The percent phosphorous, potassium and 
magnesium content were found to be lower in the ringing treatments than in the control for shoot, leaf 
and root (Figures 5-7).  
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Table 1.  Trunk circumference of peach trees as affected by PR and CR 

Trunk circumference (cm) 
Treatment 

Initial Above ring (A) Below ring (B) Ratio (A/B) 

Control (no ringing ) 6.2a 6.4b 6.5a 1.01b 

PR (partial ringing) 6.1a 6.8a 6.6a 1.03b 

CR(complete ringing) 6.1a 
6.9a 

 
6.3b 

1.09a 
 

Note: Means in column followed by the same letter are not statistically different at 5 % level of significance by 
Duncan’s multiple range test (DMRT).  

 
 

 
 
Figure 2. Free, bound and total ABA content in leaf of peach trees as affected by partial and complete 
ringing (PR and CR). Vertical bars indicate SE (n = 4). 
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Figure 3. Nitrogen content in shoot and 
root of peach trees as affected by ringing. 
Vertical bars indicate SE (n = 4). 

 

 
Figure 4.  Calcium content in shoot and 
root of peach trees as affected by ringing. 
Vertical bars indicate SE (n = 4). 

   

 
Figure 5. Phosphorus content in shoot and 
root of peach trees as affected by ringing. 
Vertical bars indicate SE (n = 4). 
 

 
Figure 6. Potassium content in shoot and 
root of peach trees as affected by ringing.
Vertical bars indicate SE (n = 4). 
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Figure 7. Magnesium content in shoot and root of peach trees as affected by ringing. Vertical bars 
indicate SE (n = 4). 

 
 
The % excess of 13C atoms was lower in the control than in CR and PR trees for shoot, upper part of 

trunk and leaf, but it was only slightly higher in CR and PR trees than in control trees for root (Figure 
8). In the lower part of the trunk there was no difference between control and PR treatment. However it 
was lower in CR trees compared to control and PR trees. Apparently there was no % excess of 13C 
atoms in CR trees for the lower trunk and root due to the disconnection between the upper and lower 
trunk (Figure 8). Figure 9 shows how the 13CO2  feeding was carried out in potted two-year-old peach 
trees. 

The results show that trunk growth (circumference) is higher above the ring than below it as a result 
of bark ringing. It is an effective dwarfing technique for young peach trees brought about by the stress 
phenomenon where bark (phloem) ringing produces more ABA as a result of blocking translocation of 
photosynthates from leaf to root. Arakawa et al. [4] reported similar results. They observed that trunk 
growth significantly increases above the girdling point and is reduced below it in apple trees. Onguso 
et al. [5] also reported a similar result. They stated that the trunk circumference is larger above the ring 
than below it. They also reported that the sugar and starch content are higher above the ringing than 
below. The ringing decreases the starch content in the root and accumulates sucrose in the leaf [14-15].  
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Mullins [16] reported that cytokinin stimulates root growth of young grapes. Antognozzi et al. [17] 
reported that the cytokinin activating compound, N1-(2-chloro-4-pyridyl)-N3-phenylurea (CPPU), 
increases the transverse diameter, the size and the fresh weight of olives. Park et al. [18] observed that 
stem growth in kinetin-treated persimmon trees is higher than in control trees. Cytokinin and other 
plant growth hormones stimulate cell division (cytokinesis) and influence the pathway of 
differentiation by stimulating RNA and protein synthesis [7]. They can accumulate in the leaf and 
cause the stomata to close, reducing transpiration and preventing further water loss. In this way they 
may affect the physiological processes in tree. 

  In the case of PR and CR trees, sucrose accumulates in the leaf and causes stomata closure 
resulting in an increase in ABA and a reduction in cytokinin in leaf, shoot and twig where it exhibits a 
growth inhibitory effect [8]. A sudden increase in endogenous ABA has also been demonstrated in 
several stress phenomena [8].  

Hossain [19] has shown that the ABA content is higher in PR and CR trees than in control ones 
when the cytokinin level is lower. This could also be due to stress induced by PR or the cut-off in 
translocation of photosynthates from the leaf to the root brought about by CR.  
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Figure 8.  Transport of 13C atoms in different parts of peach trees after 13CO2 feeding.  Vertical bars 
indicate SE (n = 3). 
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Figure 9.  Photograph showing 13CO2  feeding in potted two-year-old peach trees from 9-12 pm on 
July 31, 2003.  A = Petri dish containing 13C-rich BaCO3 with 50%  lactic acid, B = Small fan to 
circulate air in the bag, C= Potted peach trees covered with transplant polythene bags. 

 
 

Conclusions      

From our results it can be concluded that peach trees with PR produce more ABA hormones, 
nitrogen, calcium, and 13C photoassimilates than the unringed (control) trees by causing nutrient and 
water stresses which can inhibit the trunk growth. As a result, dwarfing is exhibited by the whole tree.  
This probably can also be effective for other fruit species. 
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Abstract: The Hall effect is the generation of a current perpendicular to both the direction 
of the applied electric as well as magnetic field in a metal or in a semiconductor. It is used 
to determine the concentration of electrons. The quantum Hall effect with integer 
quantization was discovered by von Klitzing and fractionally charged states were found by 
Tsui, Stormer and Gossard.  Robert Laughlin explained the quantization of Hall current by 
using “flux quantization” and introduced incompressibility to obtain the fractional charge. 
We have developed the theory of the quantum Hall effect by using the theory of angular 
momentum. Our predicted fractions are in accord with those measured. We emphasize our 
explanation of the observed phenomena. We use spin to explain the fractional charge and 
hence we discover spin-charge locking.  

         Keywords:  Hall effect, Dirac equation, magnetic moments, effective charge  
 

Introduction  

The ordinary Hall effect was discovered by Edwin Hall in 1879 [1].  In 1978 von Klitzing and 
Englert found a plateau in the Hall effect [2]. In 1980 von Klitzing et al. found the value of h/e2 from 
the plateau in the Hall effect [3]. In 1982, Tsui et al. discovered the steps at fractional numbers [4].   
The force is F= e vxB so that the Hall voltage is, V= IB/necd where I is the Hall current, B is the 
magnetic induction, n is the electron concentration, e is the electron charge, c is the velocity of light 
and d is the thickness of the sample as shown in Figure 1. 
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Figure 1.  The Hall voltage is measured orthogonal to both the electric as well as the applied  

     magnetic field. 
 
 
Two Dimensional Electron Systems 
 

A two dimensional electron system is formed in a heterostructure which has layers of GaAs over 
AlGaAs. The energy gap of GaAs increases upon Al doping. When GaAs is doped with donors at zero 
temperature the Fermi level lies higher than the bottom of the conduction band. The electrons bound to  
donors move into GaAs conduction band and the process stops when some proportion of electrons 
have moved. The electrons in the inversion layer are two dimensional as shown in Figure 2. 

The average drift velocity of the electron subjected to the electric field is, 
Vd =  -eEτ/m                                                                                                        (1) 

where E is the electric field, m is the electron mass and τ is the mean life time so that the  current 
density is, 

 j  =  - neVd=σoE                                                                                                  (2) 
where 

σo =  ne2τ/m                                                                                                          (3) 
where n is the electron density. In the presence of a steady magnetic field, the conductivity and 
resistivity become  matrices, 
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 Figure 2.  The two dimensional electrons are formed in between AlGaAs and GaAs. 
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We take x and y axes in the 2-dimensional plane, to obtain, 
ix  = ,yxyxxx EE σσ +  
iy  = yyxxyy EE σσ + .                                                                                             (5) 

Owing to the isotropy, σxx=σyy and σxy=-σyx. The first one is called the diagonal conductivity and the 
second one is called the Hall conductivity. The relation between conductivity and resistivity is, 

ρxx = ρyy =  22
xyxx

xx

σσ
σ
+

                                                                                        (6) 

for the diagonal resistivity and  

ρxy =  - ρyx =  - 22
xyxx

xy

σσ

σ

+
                                                                                  (7) 

                                                                                         
for the Hall resistivity. We measure these quantities by connecting various leads as given in Figure 3. 
In the case of homogeneous current in the y direction, ix=I/W and iy=0. The electric field is given by, 
Ex=V12/L and Ey=V13/W so we have, ρxx=V12W/IL and ρyx= V13/I=RH where RH is the Hall coefficient. 
According to the Drude (ordinary non-interacting metals) theory, ρxx=1/σo=m/ne2τ and σxy=B/nec in a 
weak magnetic field. The Hall resistivity is inversely proportional to the electron density and 
independent of mean scattering life time. In a strong magnetic field, there are new phenomena. Von 
Klitzing et al. [3] found the plateau in the Hall resistivity which gave the correct value of h/e2. One of 
the plateaus is given in Figure 4. We see from the plot that (i) there is a plateau region in which the 
Hall resistivity remains constant. As the electron density is varied in this region the diagonal   
resistivity  is almost zero, and (ii) the value of the Hall resistivity in the plateau regions is exactly 
equal to h/e2 divided by an integer. Therefore, the Hall conductivity σxy in the plateau region is 
“quantised” into integer multiples of e2/h. This phenomenon was called the “integer quantised Hall 
effect” (IQHE). 
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Figure 3.  The sample with the magnetic field B and the current I perpendicular to it. The wires are 
connected to measure Hall voltage perpendicular to both I and B in various directions. W is the width 
of the sample and L is the length. 
 
 Flux Quantisation and the Hall Effect 
 

Introduction of the flux quantisation immediately  explains  the integer quantised Hall effect.  The 
Hall resistivity is, 

ρ  =  B/nec                                                                                                             (8) 
where B is the magnetic field. According to the flux quantisation, the field in a certain area, A, is 
quantised, 

B.A = mϕo                                                                                                              (9) 
where the magnetic flux quantum is, ϕo=hc/e. Substitution of (9) into (8) gives the integer quantised 
Hall effect as, 

              ρ  = .2e
h

N
m

ec
A

N
Ae

mhc

oo
=                                                                                   (10) 

The quantum Hall effect thus is the quantisation of Hall resistivity as, 

ρ = 2ie
h .                                                                                                                 (11) 

Hence the charge of the quasiparticle is ie . Here i  = integer. The charge thus becomes 1e, 2e, 3e, …, 
ie, … . Von Klitzing obtained the correct value of the charge for i=1.  So the value of h/1e2 became 
“one von Klitzing”.  When this experiment was repeated with cleaner samples with higher electron 
mobility, with higher magnetic fields and lower temperatures, it led to the discovery of plateau at  i  
=1/3 which gave birth to the fractional charge. We show the data in Figure 4 with plateau at 1/3. Since 
this fractional value occurred in the middle of various highly degenerate Landau levels, where no gap 
is apparent, the observation could not be explained by the experimentalists by using the non-
interacting quantum mechanical theory. It was thought that the observation is a result of the many-
body effects of  



Mj. Int. J. Sci. Tech.  2008, 02(2), 285-297  
 

 

289

 

 
Figure 4.  The data of experimentally measured Hall resistivity showing the plateau at i = 1/3 

 
electron interactions. Subsequent experimental work showed a lot many more plateaus which are 
displayed in Figure 5. We will see that there is no need of any interaction to explain the plateau at 1/3. 
 
Laughlin’s Theory 

Laughlin made the first efforts to explain the quantum Hall effect [5]. The flux quantisation was 
immediately found to explain at least the integer quantised Hall effect. Subsequently, Laughlin started 
from first principles using the Hamiltonian, 

∑ ∑
>

−++−∇=
j kj

kjjjj zzezVAceiH /)}()/()/({ 22r
h                                       (12) 

where j and k sum over N particles and V is the potential due to nuclei. The repulsive Coulomb 
interactions can produce the plateaus only when flux quantisation is considered. A trial wave function 
of the form given below, 

)(2
1 ),...,( γφβ +−=Ψ ezz N                                                                                         (13) 

with β=1/m , 

∑∑ +−−=
<

N

kj
kj zmzznm

l
ll

22 2/2φ                                                                     (14) 
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Figure 5.  The data of quantum Hall effect showing many plateaus including the one at 1/3 
 
is used  to solve the Schrodinger equation to find the ground state. Laughlin obtained the approximate 
energy expression in terms of m as well as computed the energy by using the exact density of states.  
By using “incompressibility” the charge of the particles is fixed at 1/3 and 1/5. Unfortunately there is 
area in the flux quantisation which must also be fixed, otherwise the charge will leak.  Laughlin thus 
laid the foundation for the study of fractional charges from the first principles by using only the 
Coulomb interactions. The Hamiltonian then consists of the kinetic energies and the Coulomb 
potentials and the correlations produce the fractional charges. Unfortunately the problem requires 
incompressibility due to the area in flux quantisation. 
 

Shrivastava’s Theory [6-17] 

 
We consider that electrons have spin as well as the orbital angular momentum so that, 

))((
2
1)(

2
1 slggjgglgsgjg slsllsj

rrrrr
−−++=+=  .                                         (15) 

Multiplying both sides by j = l +s and taking eigen values, 
)].1()1()[()(2/1()1())(2/1()1( +−+−+++=+ ssllggjjggjjg slslj

r
           (16)                                           

Substituting s=1/2 and  j = l ± (1/2) we get, 

12 +
−

±=
l

gggg ls
lj  .                                                                                                (17) 

For gs=2, gl = 1, we find, 
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g±  = 
12

11
+

±
l

  .                                                                                                                                                       (18) 

The equation (17) has both the signs for the spin. The cyclotron frequency is, 

mc
eB

=ω  .                                                                                                              (19) 

From the charge, e in the cyclotron frequency, we generate the charge of a particle. It is also possible 
to obtain the charge from the e in Bohr magneton. Corresponding to the cyclotron frequency, the 
voltage along y direction is, 
hω = eVy                                                                                                               (20) 
or, 

h
mc
eB  = eVy.   

Multiplying this expression by e/h, we get, 

yV
h
e

mc
Be 22

2
=

π
                                                                                                       (21) 

which is the current in x direction, so that the resistivity, 

ρxy = 2e
h    .                                                                                                             (22) 

The Sz=1/2, and the energy in a magnetic field is gμBH.S, so correcting B in the cyclotron 
frequency we find, 

Ix = 
h
Ve

g
mc
Beg y

22

2
1

22
1

=
π

.                                                                                     (23) 

For l =0, g=2,  

Ix = yV
h
e2

                                                                                                                (24) 

which describes the quantised current correctly for ν=1. From the above equations we have ±= g
2
1ν  

which gives the filling factor, one for + sign and the other for – sign as in (18). For l =0, we obtain 
(1/2)g+=1 and (1/2)g-=0 and other values as given in Table 1. The Landau levels are introduced by 
multiplying the above values by n so that  

ν=n(
2
1 g±)   

so we can multiply the tabulated values by an integer when needed. The values of ρxx and ρxy for a 
single interface of GaAs/AlGaAs have been measured at 150 mK. The values predicted in Table 1 are 
exactly the same as in the experimental data shown in Figure 5. The values shown in the figure occur 
in two sets: 2/5, 3/7, 4/9, 5/11, 6/13, … etc. and 2/3, 3/5, 4/7, 5/9, 6/11 etc.  Using the Table 1, when 
we multiply the values by n,  we can interpret all of the experimentally measured values correctly. The 
columns of Table 1 belong to two Kramers conjugates, one belonging to +1/2 and the other one to -1/2 
spin and the experimental data also display them in two sets. 

For the cyclotron frequency hωc=gμBB where μB=eh/2mc is the Bohr magneton. Therefore, (1/2)g± 

can be considered to be the effective charge, eeff= ege ν=
2
1 . In Table 1, we see two series, 

12 +
=− l

lν   and 
12

1
+
+

=+ l
lν  which can be used to explain the high Landau levels easily. 
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Table 1.  Predicted values of the fractional charge 
 
l (1/2)g-= 12 +l

l  (1/2)g+=
12

1
+
+

l
l  

0 0 1 
1 1/3 2/3 
2 2/5 3/5 
3 3/7 4/7 
4 4/9 5/9 
5 5/11 6/11 
6 6/13 7/13 
∞ 1/2 1/2 
 
For the higher values of the Landau level quantum number, n,  the number of fractions observed are 

much less than at the lowest Landau level. At the magnetic field of 4 or 5 Tesla only a small number of 
fractions are observed, the strongest ones being at: 8/3, 5/2 and 7/3. The series )12/( +ll  is the 
particle-hole conjugate of ).12/()1( ++ ll  For l=7, two values, 7/15 and 8/15, are predicted and for l=∞ 
the value is ½. When the same particle occurs in different levels its charge remains unchanged. We can 
multiply the values by n=5 so that the predicted values of ½, 7/15 and 8/15 become 5/2, 7/3 and 8/3. 
These predicted values are exactly the same as those observed experimentally.  Thus, 7/3 is the 
particle-hole conjugate of 8/3 as seen in Table 2 for n=5. For a long time only odd denominators were 
reported which show that even denominators are weak. After that even denominators as well as even 

numerators with odd denominators are found. We go back to the same formula, 
12

2
1

+

±+

l

sl
. When s=1, l 

= 0, (1/2)+1=3/2 has even denominator. 
 
Table 2.  The fractions produced for high Landau levels 
l l/(2l+1) (l +1)/(2l+1) n l/(2l+1) n(l+1)/(2l+1

) 
∞ 1/2 1/2 5/2 5/2 
7 7/15 8/15 7/3 8/3 
 
The predicted fraction for l=0 is 3/2 and for l=1 it is 5/2. Hence for electron clusters or pairs the 

fraction has even denominator. Since the number of particles is larger than one its probability becomes 
small so these plateaus are weak but the same theory explains the even denominators. There is a 
limiting value of the series which also gives ½. One can introduce a Fermi surface at n/2, thus ½, 2/2, 
3/2, 4/2, 5/2, 6/2 and 7/2 are predicted which are the same values as observed.  The effective mass and 
g factor of some of the fractions are equal to those of others. We have shown that the effective mass 
can be equal only when the two quasiparticles are particle-hole conjugates. The particle-hole 
conjugates should obey the following relation, 

νp+νh = 1                                                                                                              (25) 
The values given in Table 1 always obey this relation [8]. 
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Half-filled Landau Level 
 

The l =∞ in the two series produces, 

)(
2
1

)(
2
1

lim

lim

−=

+=

−
∞→

+
∞→

ν

ν

l

l                                                                                                   (26) 

One ½ comes from the right and the other from the left  when magnetic field is varied, i.e. one while 
increasing the field and the other while reducing. One can go from 1/3 to ½ by reducing the field while 
from 2/3 to ½ is obtained by increasing the field. We can go from 1/3 to 3/5 by reversing the spin and 
increasing l, and similarly from 2/3 to 2/5 by reducing the spin and increasing l. In this way angular 
momentum is conserved. One of the ½ values is like an electron (1/2)A and the other is like a hole, 
(1/2)B, (A for + series and B for – series). Since the electron and the hole are separated by a distance, 
this state is compressible. When we multiply this result by n, the Landau level quantum number, we 
obtain: ½,2/2,3/2,4/2,5/2, …, which are in agreement with data. 
 

Effective Charge 
 

We discussed the Laughlin’s wave function earlier. Here the repulsive Coulomb interactions 
cannot give rise to a fractional charge of 1/3. It is first assumed on the basis of experimental data and 
then substituted in the theory. Laughlin’s charge is independent of spin but in our theory it depends. In 
Laughlin’s theory a particle of charge 1/3 is produced but in our theory splitting occurs in fractions of 
1/3 and 2/3, etc. In Laughlin’s theory, 1/3 charge arises due to incompressibility and the Hamiltonian 
first principles. In our theory 1/3 charge can arise only when 2/3 also arises as depicted in Figure 6. 
There is a difference between Laughlin’s and our theory. The fractionalisation in Laughlin’s theory is 
independent of spin whereas in our theory spin plays an important role in determining the fraction. 

 
 

 Laughlin’s 1/3 charge  Shrivastava’s theory. (1/3)e+(2/3)e =1e, 
                                                                                     (2/5)e+(3/5)e=1e, etc. 
 
                    Figure 6.  Pictorial display of the difference between the two theories 
 

 

Dirac Equation 
 

The basic idea of Dirac equation is to have space-time symmetry and the constancy of velocity of 
light, so that instead of p2/2m, the kinetic energy appears as cα.p and the wave equation becomes, 



Mj. Int. J. Sci. Tech.  2008, 02(2), 285-297  
 

 

294

),(),().( 2 tx
t

itxmcpc Ψ
∂
∂

=Ψ+ hβα  ,                                                                 (27) 

the free particle solutions of which are, 
2/14222 )( cmpcE +±=± .                                                                                       (28) 

This equation gives the correct magnetic moments for the proton as well as for the neutron, subject to 
using the mass of the respective particle and an appropriate g value. In the case of electron Lande’s 
formula, 

)1(2
)1()1()1(1

+
+++−+

+=
jj

sslljjg                                                                          (29) 

with positive spin is used. In our case, the effective charge and hence the magnetic moment is 
determined by the g values. Hence, our method of defining the charge is the same as that for the 
magnetic moments of proton and neutron.  
 

Shubnikov-de Haas Effect 
 

At low temperatures, the integration over the Fermi distributon leads to x/sinh x type expression 
which is called Dingle’s formula. The spin symmetry is found to modify this formula which 
determines the oscillation amplitude of resistivity as a function of magnetic field, called the 
Shubnikov-de Haas effect. Our theory introduces the effective charge so that the cyclotron frequency 
gets fractionalised resulting in m/ν±  which for ν±=1 becomes m, the electron mass. Thus, we have 
taken into account the spin-charge fractions to obtain the correct mass. For example, at certain 
magnetic field 1.5 m is found instead of m. The mass of the electron relative to band value as a 
function of carrier density has been deduced from Shubnikov-de Haas effect in GaAs/AlGaAs 
heterostructures. The factors 1 and 2/3 are found to arise from the spin-charge effect of Shrivastava. 
The experimental data are obtained from Tan et al.[18]. The dashed line is found by Kwon et al. [19] 
on the basis of small self energy corrections due to many body perturbative interactions. The factors of 
1 and 2/3 in the mass are found by us. The mass of the free electron is me and the screening radius is 
deduced from the density, n, per unit area. We find that m/ν±  occurs in place of m for the mass of the 
electron in the Shubnikov-de Haas (SdH) effect. In fact, many other fractions of the mass of the 
electron given in Table 1, become allowed so that the electron really “falls apart”. The oscillations due 
to flux quantisation allow the measurement of m/h2. The flux quantisation in the Shubnikov-de Haas 
effect leads to “quantised Shubnikov-de Haas effect”. Therefore, we observe consequences of the 
effect of flux quantisation on the Shubnikov-de Haas oscillations. There are zeroes in the resistivity at 
certain fields. There is a spin-charge effect so that the spin flip corresponds to a change in the charge. 
The Shubnikov-de Haas effect uses quantisation of Landau levels but not the flux quantisation. Hence, 
we find that there is a “quantised Shubnikov-de Haas effect” which measures the m/h2. We find that 
when fractional values of  ν±  are taken into account, the mass of the electron, equal to band mass in 
GaAs/AlGaAs, is obtained. When the magnetic field is varied, the different values of n cross the Fermi 
energy at different fields resulting in oscillations in the resistivity as a function of magnetic field. The 
oscillating resistivity is given by, 
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The cosine factor also leads to zero resistivity whenever, 
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so that the resistivity vanishes when B satisfies the above formula. We introduce the flux quantisation 
so that the exponential factor in (30) becomes, 
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so that m/h will be measured from the oscillations. Introducing the flux quantisation in the argument of 
Sinh factor, we obtain, 

mA
hn

c
2±

± =
νων h

h                                                                                                    (33) 

which does not have the charge but measures m/h. In the experiments the factor measured is m*g*/n  
so it is clear that the mass and g get mixed [14]. 
 

Spin-Charge Locking 
 

The charge of the electron may be described by matrices just as the angular momentum is. When 
the spin is aligned along the charge, such as sx parallel to ex, the arrangement is called the spin-charge 
locking. Taking our effective charge expression for eeff/e=(1/2)g± we find the dot product of spin and 
charge to find, 

( ) ( ) ( ) ⎟
⎠
⎞

⎜
⎝
⎛ +++=⎟

⎠
⎞

⎜
⎝
⎛ ±++= −−∗ sssslssllse ..1

2
1.112.

2
112. ,,1,1,                                 (34) 

which produces spin-orbit and spin-spin interactions and there is spin divided by 2l+1.  That is what 
makes it difficult to detect this type of effect. 
 

Conclusions 
 

We have found the correct explanation of the experimentally observed quantum Hall effect. We 
find that angular momentum gives rise to fractional charge. Therefore, there is a spin-charge effect, i.e. 
under high magnetic fields the spin determines the charge.   
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Abstract: This study was conducted to assess the downstream pollution profiles of Huluka 
River due to sewage water contamination, and to provide the data on the physico-chemical 
properties and nutrient content of Huluka River in Ethiopia. The water quality indices, viz. 
temperature, pH, electrical conductivity, carbon dioxide content, total dissolved solids 
(TDS), hardness, dissolved oxygen (DO), biological oxygen demand (BOD), chemical 
oxygen demand (COD), calcium, magnesium, chloride, nitrate, sulphate, and phosphate 
were determined. Results reveal a worsening trend in the variations of most of these 
parameters from upstream to downstream areas of the river, which indicates an introduction 
of pollution load from domestic sewage and agricultural activities. For example, TDS and 
DO values for some downstream water samples do not conform to the accepted standards, 
and these samples also have eight to ten times higher values of BOD and COD compared to 
those for the upstream samples. Progressing downstream, the majority of the measured ions 
also show an increasing trend. All of these findings indicate that the quality of the water of 
Huluka River is declining. 

Keywords: Huluka River, downstream pollution, Ambo, Ethiopia  
 

Introduction  

Ambo, one of the biggest developing towns in West Shoa zone of Ethiopia, is located 110 km from 
the western direction of Addis Ababa, the capital city. The town has three kebeles (villages) with a 
population of approximately 65,000. The place is endowed with one river, known as Huluka River, 
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which separates the town into two major parts. Huluka River starts from Dendi Lake near the town 
of Wonchi, which is 39 km from Ambo, and flows from the southern pole of Ambo towards the 
northern direction of the town. The water content of the river varies from season to season with a mean 
daily water flow of about 15,000 and 75,000 m3/day during dry and rainy season respectively [1]. In 
rural areas, the river water is used for drinking, sanitation, livestock, and agricultural purposes. 
However, sewage from residential areas near the river is directly expelled into the river and dense 
weeds have occupied the riverside, thus affecting the water flow.  

Despite of its foul odour and toxicity caused by intensive exploitation by domestic and agricultural 
activities, the river is still used for various purposes including irrigation, recreation, and cattle 
washing. These observations may reveal the absence of policies protecting the water systems and/or of 
overt monitoring studies on Huluka River. At present limited or no reports dealing with the water 
quality of Huluka River have appeared in the literature. Hence, with the aims of assessing temporal 
variations and thereby encouraging public awareness of the water quality of the Huluka River, the 
present physico-chemical analysis study is conducted to evaluate the pollution caused by human 
influences along the river. 
 

Materials and methods  

Sampling location  

To determine the pollution load from sewage wastewater, four representative samples were 
collected from domestic and municipal sources which discharge wastewater into Huluka River. The 
volume of the wastewater discharged into the river varies between 10,000 to 15,000 L/day [2]. The 
five sampling sites in the river are designated as S1 to S5 (Figure 1) as they reflect different activities 
along the watercourse of the river. Sampling site S1 represents the upper stream where the river enters 
into the town while S5 represents the lower stream of the river ending at Ambo. Sampling sites S2 to 
S4 are selected in between S1 and S5. The selected sampling sites are based on accessibility, safety, 
potential sources of pollution, and waste disposal activities. The sites are evenly distributed along the 
course of the river with more emphasis on polluted sites. The sampling sites span 10 km from upper to 
lower stream of the river. 
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Figure 1. Map showing sampling points along Huluka River 
 
 

Sampling procedures and methods of analysis  

Samplings were carried out for a period of 6 months from February to July 2007, covering both dry 
and rainy seasons. Water samples (number of samples, n = 5) were collected in polyethylene cans at 
monthly intervals, and transported to the Department of Biology, Ambo College for further 
characterisation. The samples were analysed for temperature, pH, electrical conductivity (EC), carbon 
dioxide, TDS, hardness (as CaCO3), DO, BOD, COD, calcium, magnesium, chloride, sulphate, nitrate, 
and phosphate, using standard methods for the examination of wastewater outlined in the APHA 
manual [3] and WHO/UNEP guidelines [4].  
 

Results and Discussion  

A detailed characterisation of sewage wastewater and downstream water samples has been carried 
out to determine the downstream pollution load in Huluka River. The composite raw sewage water in 
the town of Ambo which enters Huluka River at various points had the following characteristics: pH = 
7.9, EC = 1420 µS/cm; total solids, DO, BOD, and COD = 850, 3.2, 250, and 540 mgL-1 respectively; 
nutrients: Ca, Mg, chloride, nitrate, phosphate and sulfate = 115, 95, 350, 9.28, 5.50, and 55 mgL-1 
respectively. As for the Huluka River water samples, the results of analysis of the physico-chemical 
properties and the major ions and nutrients are summarised in Tables 1-2. 

The temperature of the water samples range between 15.2-23.2o C, which is noted to be above the 
maximum permissible limit (15o C) of the Canadian Council of Ministers for Environment (CCME) 
guidelines for community water used as aesthetic object (Table 3), and is found to vary during the 
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rainy and dry season. During the dry season (February to May), the temperature of Huluka River 
ranges between 22.4-23.2o C while it is 15.2-17.8o C during the rainy season. The pH of Huluka River 
is slightly alkaline in nature and ranges between a minimum of 7.40 in the rainy season and a 
maximum of 8.18 in the dry season (Table 1), which is the usual range of river waters [5]. The slight 
alkalinity could be due to the calcium bedrock weathering which reflects the importance of dissolution 
of limestone and dolomites in the watershed. This finding confirms the result of an earlier study on 
Tinishu Akaki River [6]. The pH is much lower at the entry point of the river to the town (S1) and 
increases to a maximum furthest downstream (S5). The increase could be due to the intermixing of the 
sewage wastewater whose pH value is greater than 8 at the downstream sampling points (S3-S5), thus 
indicating the possible presence of free ammonia, which is likely to pose problems when the water is 
to be used for drinking and fishing by the downstream users. Ammonia is much more toxic in alkaline 
water than in acidic one, being toxic to aquatic biota than when it is in the oxidised form [7]. However, 
all the values are still within the limit of CCME and WHO guidelines for livestock watering and 
irrigation water.  

The electrical conductivity (EC) of water is a useful and convenient indicator of its salinity or total 
salt content, and the values for the water of Huluka River are between 168.6-597.1 µS/cm during the 
dry season and 125.4-541.2µS/cm during the rainy season. The lowest and highest EC values are 
within the recommended value of EC of potable water (750 µS/cm). Generally, the EC increases going 
downriver (S1 to S5) apparently due to the accumulation of domestic and sewage wastewater and also 
to the enrichment of electrolytes from mineralisation or weathering of sediment. This observation is 
supported by a similar study of Tinishu Akaki River [6], in which it was found that the water quality 
downstream was strongly degraded resulting in low dissolved oxygen and high conductivity. As for 
CO2 content, there is also a marked increase going downstream in both seasons, varying between 3-20 
mgL-1 and tends to be higher during the dry season (Table 1). 

The value of total dissolved solids (TDS) is an important property used to evaluate the suitability of 
water for irrigation since the solids might clog both pores and components of the water distribution 
system. TDS is noted to be high during the dry season (109.6-388.1 mgL-1) as compared to the rainy 
season (81.5-351.8 mgL-1). Maximum values of TDS are obtained furthest downstream (S5) during 
both seasons. However, even the values for S4 water are larger than 283 mgL-1, the mean value of TDS 
for the world’s large rivers [6]. The increase in TDS can probably be related to pollution through 
discharge of domestic and sewage wastewater into the river. However, although some TDS values are 
higher than normal, it is found to be below the CCME guidelines for drinking water, i.e. 500 mgL-1 
[8]. 

The increase in water hardness generally decreases metal toxicity, which is possibly due to Ca 
competition on the cell surface [9]. The total hardness of water samples from Huluka River is found to 
be within the maximum permissible limit according to the Environmental Protection Authority (EPA), 
i.e. 500 mgL-1 (Table 3). The total hardness as CaCO3 varies from 12 (at S1) to 68 (at S5), which is 
classified as soft and moderately soft (Table 4) for all samples, based on hardness description used in 
the UK [10]. Although these values are within the acceptable ranges of the provisional discharge limits 
set by the EPA, the downstream samples are about three times harder compared to the upstream 
samples.  
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Table 1. Physico-chemical properties of water samples from Huluka River 

Temperature (0C) pH Electrical conductivity (µS/cm) Sample 
Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul 

S1 22.4 22.6 22.8 22.8 17.5 16.9 7.90 7.85 7.91 7.69 7.40 7.45 168.6 174.1 169.1 178.5 138.1 125.4 
S2 22.4 22.6 23.1 22.8 17.5 16.8 7.97 7.97 7.95 7.89 7.41 7.45 171.2 172.2 175.2 165.9 148.3 145.9 
S3 22.4 22.8 23.1 23.2 17.8 16.0 8.02 8.15 8.12 8.14 7.50 7.56 395.0 385.1 398.2 401.3 325.2 315.2 
S4 22.6 22.4 23.2 23.1 16.0 16.2 8.10 8.05 8.04 8.05 7.71 7.71 553.6 561.2 578.2 545.5 498.2 481.5 
S5 22.4 22.4 23.2 23.1 16.2 15.2 8.14 8.15 8.18 8.12 8.14 8.01 580.2 574.0 580.3 597.1 541.2 520.1 

CO2 (mgL-1) TDS (mgL-1)  Hardness (mgL-1CaCO3) Sample 
Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul 

S1 5 5 6 6 3 3 109.6 113.2 109.9 116.0 89.8 81.5 20 21 21 20 15 12 
S2 7 8 9 8 5 5 111.3 111.9 113.8 107.8 96.4 94.8 28 25 26 24 26 21 
S3 8 8 13 10 8 7 256.8 250.3 258.8 260.9 211.4 204.9 60 59 58 50 58 58 
S4 12 10 13 10 10 8 359.8 364.8 375.8 354.6 323.8 312.9 52 52 54 65 50 55 
S5 20 15 15 13 18 12 377.1 373.1 377.2 388.1 351.8 338.1 68 67 65 54 58 60 

Temperature (0C) pH Electrical conductivity (µS/cm) Sample 
Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul 

S1 6.5 6.2 6.5 7.2 7.8 7.9 5.8 6.7 8.5 10.0 5.5 5.8 23 28 31 35 25 28 
S2 5.0 5.0 5.1 5.4 6.8 6.9 7.0 7.6 8.0 11.0 6.1 5.9 94 102 105 95 90 95 
S3 3.9 3.8 3.9 3.9 4.5 4.2 9.0 10.0 12.0 15.0 8.4 9.6 76 75 81 86 85 92 
S4 3.5 3.5 3.2 3.1 4.1 4.0 25.0 31.0 22.0 23.0 21.0 18.0 150 165 157 184 168 152 
S5 3.2 3.1 3.0 3.0 3.4 3.6 42.0 46.0 37.0 42.0 37.0 41.0 265 245 285 255 240 215 
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Table 2. Concentration of major ions and nutrients in water samples from Huluka River 

Ca (mgL-1) Mg (mgL-1)  Cl (mgL-1) Sample 
Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul 

S1 15 14 18 15 14 12 5.2 4.8 5.4 4.9 3.4 3.2 12.1 13.9 12.8 12.4 8.0 7.5 
S2 28 25 29 28 22 20 13.9 14.0 13.2 12.7 8.1 8.9 20.8 20.2 21.0 22.3 15.2 15.4 
S3 48 45 46 47 35 23 17.1 17.8 17.9 18.1 12.3 11.9 29.9 29.5 28.4 31.2 24.9 23.5 
S4 55 58 59 60 35 34 18.3 19.1 21.0 17.6 13.1 12.1 38.6 35.6 35.1 38.2 31.9 28.7 
S5 68 60 59 72 40 41 25.4 23.4 24.5 25.3 20.4 18.9 45.4 46.0 45.0 46.3 35.2 33.2 

Nitrate (mgL-1) Phosphate (mgL-1) Sulphate (mgL-1) Sample 
Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul Feb Mar Apr May Jun Jul 

S1 0.88 0.76 0.89 0.91 1.12 1.35 0.12 0.15 0.12 0.15 0.20 0.30 16.2 15.2 15.8 15.5 16.5 18.5 
S2 0.96 0.94 0.99 1.10 1.25 1.46 0.28 0.21 0.25 0.30 0.35 0.53 19.4 19.8 19.5 20.1 20.8 22.8 
S3 1.07 1.23 1.35 1.25 1.32 1.57 0.62 0.65 0.67 0.81 0.65 0.80 22.6 22.6 23.0 23.2 25.3 25.9 
S4 1.76 1.81 1.92 1.96 2.25 2.75 0.81 0.84 0.90 0.92 0.90 1.05 25.3 26.0 25.1 26.2 30.1 30.1 
S5 2.64 2.60 2.81 2.89 3.15 3.58 1.20 1.20 1.28 1.45 1.40 1.60 28.9 29.5 29.0 21.1 32.3 33.4 
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As shown in Table 1, traversing downstream the value of dissolved oxygen (DO) steadily decreases 

with values ranging from 7.9-3.4 and 6.5-3.0 mgL-1 during the rainy and dry season respectively, 
which is an indicator that the quality of water increasingly worsens as it travels further downstream. 
Except for those at S1 and partly at S2, all other samples are found critically low in DO and do not 
conform to the value in the CCME guideline for the protection of aquatic life, i.e. 5.5-9.5 mgL-1. The 
low DO level causes anaerobic conditions resulting in foul odour of the Huluka River. The lower 
levels of DO downstream may be attributed to the microbial utilisation of DO in the breakdown of 
organic compounds introduced by the discharge of domestic and sewage wastewater. 

The pollution profile as indicated by BOD and COD is depicted graphically in Figure 2. They range 
from 5.5 to 46.0 mgL-1 and 23 to 285 mgL-1 respectively (Table 1). These values are within acceptable 
ranges (BOD < 200 mgL-1, COD < 500 mgL-1) according to the provisional discharge limits set by 
Ethiopian EPA [11]. However, the downstream samples (S4 and S5) are approximately eight times 
higher in BOD, and ten times higher in COD than the upstream samples and their BOD values exceed 
15 mgL-1, which is categorised as bad according to the UK general water quality assessment criteria 
(Table 4).  
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Figure 2.  BOD and COD values of water samples from Huluka River 
 
The measurement of Ca and Mg ion content of Huluka River registers 14-72 mgL-1 and 3.2-25.4 

mgL-1 respectively (Table 2). As usual with most other indices, the Ca and Mg concentration increases 
progressively going downstream. However, the base cations are associated with the weathering of the 
bedrock and groundwater discharges. The extent of weathering in turn is associated with the reactivity 
of the rock and the surface area of contact between the rock and the river water [12].  

The chloride ion concentrations in the river (7.5-35.2 mgL-1 during the rainy season and 12.1-46.3 
mgL-1 during the dry season) are considered to be within the limit of the CCME for use as irrigation 
water and domestic purposes (Table 3). The probable sources of chloride could be the domestic and 
municipal sewage wastewater. The chloride concentration in downstream samples is up to four times 
that of the upstream ones and denotes the levels of pollution due to domestic and sewage wastewater 
intrusion.  
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Table 3. Water quality standards given by different organisations/bodies 

Parameter Desirable limit Maximum  
permissible limit 

Organisation/Body

Temperature (0C) - 15 CCME [8] 
pH 7.0-8.5  WHO [13] 
EC (µS/cm) 750 2500 WHO 
DO (mgL-1) 5.5-9.5 - CCME 
TDS (mgL-1) 500 1500 ICMR [14] 
Nitrate (mgL-1)  25 

- 

50 

45 

EC [15] 

WHO 

Chloride (mgL-1) 100-700 1000 CCME 
Phosphate (mgL-1) 0.35 

1 

6.1 

- 

EC 

WHO 

Calcium (mgL-1) 1000 - Livestock - CCME 
Total hardness (mgL-1) 100 500 EPA [16], ICMR 
Sulphate (mgL-1) <1000- Livestock - CCME 

Note: CCME = Canadian Council of Minister for Environment; WHO = World Health Organization; ICMR = Indian 
Council of Medical Research; EC = European Community; EPA = Environmental Protection Agency 
 
 
 

Table 4. The UK General Quality Assessment (GQA) for rivers and hardness description used in UK [6] 

GQA grade Description BOD  
(mgL-1) 

Hardness 
(mgL-1 CaCO3) 

Description 

A Very good 2.5 0-50 Soft 
B Good 4.0 50-100 Moderately soft 
C Fairly good 6 100-150 Slightly hard 
D Fair 8 150-200 Moderately hard 
E Poor 15 200-300 Hard 
F Bad >15 >300 Very hard 

 
The variation of the nitrate concentrations (0.76-3.58 mgL-1) in the water of Huluka River follows 

the same trend described above. The recommended maximum concentration of nitrate for public water 
supplies which is 45 mgL-1 [13]. Although the values are still well within the maximum permissible 
limits (e.g. 25 mgL-1 for drinking water__Table 3), an elevated amount of nitrate pollution may cause 
blue baby syndrome [17]. On the other hand the phosphate concentrations (0.12-1.60 mgL-1) although 
somewhat low upstream are above the desirable limits (0.35-1 mgL-1) further downriver by European 
Community and WHO standards. The increase in nitrate and phosphate content is most probably a 
consequence of urban and/or agricultural activities, mainly from the use of fertilisers and phosphate-
containing detergents [6]. 

The sulphate ion content in the river (15.2 to 33.4 mgL-1) is well within the limit given by CCME 
for livestock use (<1000 mgL-1). Sulphate ions are often the result of dissolution of gypsum, oxidation 
of sulfides, and atmospheric input [6]. 

Elevated concentrations of these ions are mostly attributed by domestic and municipal sewage 
water, whereby, proper measures should be administered before release into the receiving Huluka 
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river. Though national standards for management of water quality in Ethiopia are in the process of 
enactment, the direct discharge of these pollutants to downstream of Huluka river could entail negative 
effects on the water quality river, as well as serious harm to the aquatic life and the downstream users. 
 

Conclusions 

As the water of Huluka River flows through Ambo, its quality is found to steadily deteriorate. All 
measured values for parameters relating to the water quality (except temperature) are found to have a 
worsening trend as one goes further downstream. Particularly, the levels of TDS, DO, BOD, and 
phosphate concentration determined for some of the downstream water samples are found to be outside 
the desirable ranges. 
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Abstract: This paper analyses the device structure of a 6H-SiC vertical double-implanted 
MOSFET (DIMOSFET) in order to provide a high breakdown voltage of about 10 kV and a low 
power dissipation for a rise in device temperature of 600 oC. Analysis of an 800 W power 
dissipation for stable device operation corresponding to this temperature rise shows optimum 
doping levels of the drift region lying between 5*1013 cm-3 and 5*1015 cm-3 for a breakdown 
voltage of 10 kV.   

Keywords:  silicon carbide, DIMOSFET,  power dissipation 
 

Introduction  

Silicon Carbide (SiC) has been recently given renewed attention as a potential material for the high 
power and high frequency applications requiring high temperature operation. Some of the possible 
applications of SiC as a material of power electronic devices are for advanced turbine engines, 
propulsion systems, automotive and aerospace electronics and applications requiring large radiation 
damage resistance. Properties such as large breakdown electric field strength and large saturated 
electron drift velocity, small dielectric constant, reasonably high electron mobility, and high thermal 
conductivity make SiC attractive for fabrication of power devices with reduced power losses and die 
sizes. High thermal conductivity and breakdown electric field also suggest that integration of devices 
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made from SiC make possible higher packing densities and thus improvement in the current handling 
capability of these devices can be achieved. In spite of these advantages, research pertaining to SiC 
power devices and their practical application has been hampered by lack of reproducible techniques to 
grow semiconductor-quality single crystals and epilayers. However, recent developments in the growth 
of mono crystalline thin films of SiC by chemical vapour deposition and significant advancement in 
the growth of 6H-SiC single crystal boules, have stimulated a renewed interest in the SiC devices for a 
wide gamut of high-temperature and high-power device applications. Developments in the areas of the 
growth of the large area SiC bulk single crystal of 6H-SiC, improvement in the quality of SiC epilayers 
on Si and 6H-SiC substrates, high temperature ion implantation and doping of p and n types dopant, 
thermal oxidation reactive ion etching, discovery of ohmic contact materials, study of the electrical 
properties of  grown and the doped films and their dependence on the temperature and advancements 
in the characterization techniques of the CVD-grown SiC films have made fabrication of high voltage 
SiC power devices a realistic possibility in the near future.  

The SiC lattice consists of alternating planes of silicon and carbon items, and the stacking sequence 
of these planes defines different polytypes of the material identified by the repeat distance of the 
stacking sequence (e.g. 3C,4H & 6H). The lattice constant in the basal plane is virtually identical for 
all polytypes, but important electrical properties such as band gap energy, electron mobility and 
critical field differ significantly between the polytypes [1-5]. The high thermal and chemical stability 
of SiC makes certain types of fabrication difficult. Diffusion coefficients for dopant atoms are 
extremely low at the temperatures typically used for silicon device processing and for this reason 
selective doping of SiC are accomplished by ion implantation. Implant activation typically requires 
annealing at temperatures between 1000 and 1700°C. Chemical etching is impractical owing to the 
high chemical stability of SiC and selective etching is accomplished by reactive ion etching (RIE) 
using fluorinated gases.  

SiC offers significant advantages for power electronics applications such as lamp ballasts, motor 
controls, medical electronics, automotive electronics, high-density high-frequency power supplies and 
smart-power application-specific integrated circuits. Hence, silicon carbide-based MOSFET can be 
used in high power application and hence MOSFETs require a high breakdown voltage. The one-step 
field plate termination can enhance the breakdown voltage to 910 V, embedded mesa termination can 
increase it to 1350 V and the embedded mesa with step field plating can give a breakdown voltage of 
1100 V [6]. However, 6H-SiC DIMOSFETs in practice have attained a maximum blocking voltage of 
760 V [7]. The specific on-resistance of the drift region of the MOSFET can be significantly reduced 
by enhancing the inversion channel mobility using pyrogenic re-oxidation annealing [8] thereby 
reducing the power dissipation. The present work aims at estimating theoretically the breakdown 
voltages, power dissipation and specific on-resistance at various doping levels by varying the drain 
voltage. 

 
Status of SiC-Based MOSFETs 

In late 1980s it had been observed that power silicon devices were approaching their theoretical 
limits [9,7] and that these limits could be significantly extended by fabricating power devices in the 
materials with higher breakdown electric fields, such as silicon carbide. For the majority of vertically 
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oriented carrier devices, the theoretical minimum value of the resistance-area product which is specific 
on-resistance under punch-through condition is: 
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where Ron-sp is the specific on-resistance in Ω cm2, µn is the electron mobility perpendicular to the 
surface, εs is the permitivity of the semiconductor, EC is the critical field for avalanche breakdown 
perpendicular to the surface and VB is the designed blocking voltage of the drift region. Although it 
varies with doping, the critical field EC in SiC is almost an order of magnitude higher than in silicon. 
Even allowing for the lower electron mobility, the specific resistance in SiC at a given blocking 
voltage is about 400 times that of the silicon. 
 The first MOSFETs in SiC were reported in late 1980s and the first power MOSFETs in 1994. 
The power devices were the vertical trench MOSFETs or UMOSFETs. UMOSFETs are attractive 
because the base and source regions are formed epitaxially without the need for ion implantation and 
associated high temperature annealing. In UMOSFETs, the MOS channel is formed on the sidewalls of 
trenches created by RIE. However, SiC UMOSFETs have been reported to have two serious problems: 
a) a high electric field occurs in the gate oxide caused by higher electric fields in the SiC drift region. 
This problem occurs at the trench corners leading to catastrophic failure of the gate oxide at higher 
drain voltages, thus restricting the maximum operating voltage to less than 40% of ideal breakdown 
voltage, and b) the low inversion layer mobility along the trench sidewalls results in high specific on- 
resistance, which nullifies the advantage of low drift region in SiC. By 1995, UMOSFETs fabricated 
on the carbon face of SiC had achieved the breakdown voltage of about 260V.  

       In 1997, Northrop Grumman Science and Technology Center introduced and fabricated the 4H-
SiC UMOSFETs at the blocking voltages of 1.1 kV [10] and 1.4 kV[11]. In the same year it also 
introduced and fabricated the 4H-SiC DIMOSFETS at the blocking voltages of 900 V [12]. Also in the 
same year, Denso Corporation Japan introduced UMOSFET, which produced the blocking voltage of 
450 V, specific resistance of 10.9 mΩcm2 and VB

2/Ron-sp of 18.6 MW/cm2 [13]. In 1998, Purdue 
University reported a SiC accumulation-channel UMOSFET with new structural features that shield 
the trench oxide from high electric fields in the blocking state. The new features consist of a p-type 
region formed in the trench bottom by self-aligned ion implantation and a thin n-type epilayer 
incorporated between the n-drift region and the p-type base [14]. 

A way to avoid the problem with oxide breakdown at the trench corners is to eliminate the 
trenches. This was accomplished in 1996 with the introduction of planar implanted DMOSFETs [15]. 
Since impurity diffusion is impractical in SiC, the base and source regions are formed by selective ion 
implantation using aluminum or boron for the p-type base and nitrogen for n+ source. Because p-type 
implants are conducted at temperatures between 1600 and 1700 oC, self-aligned implant process using 
polysilicon gates are not practical in SiC and realignment tolerances must be allowed between the 
base, the source and the gate features. Due to these disadvantages, the elimination of the trench corners 
resulted in a threefold improvement in device blocking voltage to 760 V. This blocking voltage was 
achieved using 6H-SiC [16]. 
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Theoretical Analysis of Silicon Carbide High-Voltage DIMOSFET 

DMOS transistors are common in silicon power device technology where the p-base and n+ source 
regions are formed by diffusion of impurities through a common mask opening. However, impurity 
diffusion is impractical in SiC because of the very low diffusion coefficients at any temperature. The 
Purdue group fabricated the first DMOS transistors in SiC using ion implantation to introduce dopants 
for the p-base and the n+ source [16]. The implanted DMOSFET requires that separate masks be used 
to define p-base and the n+ source. The construction is a vertical structure with a drift layer built on a 
highly conductive n+ layer. The n-drift region is designed to give the forward blocking capabilities as 
shown in Figure 1. The forward blocking capability is achieved by the pn junction between p-base 
region and n-drift region.  

 
 

 
 

Figure 1.  Structure of  DIMOSFET 
 

During the device operation, a fixed potential to the p-base region is established by connecting it to 
the source metal by the break in the n+ source region. By short-circuiting the gate to the source and 
applying a positive bias to the drain, the p-base/n-drift region junction becomes reverse-biased and this 
junction supports the drain voltage by the extension of depletion layer on both sides. However, due to 
the higher doping level of the p-base layer, the depletion layer extends primarily into the n-drift region. 
On applying the positive bias to the gate electrode, the conductive path between n+ source region and 
the n-drift region is formed. The application of positive drain voltage results in a current flow between 
drain and source through the n-drift region and conductive channel. The conductivity of the channel is 
modulated by the gate bias voltage and the current flow is determined by the resistance of various 
resistive components. The total specific on-resistance is determined as: 

Ron-sp =Rn+ + RC + RA+ RJ+ RD+ RS     (2) 
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where Ron-sp is the specific on resistance, Rn+  is the contribution from the n+ source, RC is the channel 
resistance, RA is the accumulation layer resistance, RJ is the resistance from the drift region between 
the p-base regions due to JFET pinchoff action, RD is the drift region resistance, and RS is the substrate 
resistance.  

In a power MOSFET, the blocking voltage is supported across the drift layer, and thus the drift-
region resistance is considered to be the minimum possible theoretical limit for the on-resistance of a 
MOSFET. For an ideal DIMOSFET, the resistances associated with the n+ source, the n-channel, the 
accumulation region and the n+ substrate are assumed to be negligible and the specific on-resistance of 
the power MOSFET is determined by the drift region only. This assumption is not accurate at lower 
breakdown voltages where the drift region resistance RD is comparable to the other resistive 
components and these resistances should be included in calculating Ron-sp. However, at higher break- 
down voltages, RD is significantly higher than other resistances and Ron-sp can be approximated by RD. 
The details of the device structure are shown in Figure 2. 
 
 

 

 

 

 

 

 

Figure 2.  Cross section of power MOSFET 

Basic device equations  

 Consider the depletion region between the p-base region and the n-drift region as a one-
dimensional abrupt p-n junction. It can be shown that the doping level NB (/cm3) [17] that can support 
a given breakdown voltage VB (V) and the depletion width W (cm) [18] at breakdown can be given as: 

B

2
c

B qV2
Eε

=N
      (3) 

and  
C

B
E
V2

W =      (4) 

where q is the electron charge. 
The specific on-resistance, Ron-sp (Ω-cm2) [19] of the drift layer to support VB is 

2
nB

spon qN
WR

μ
=−

     (5) 
Substituting the values of eqs.(3) and (4) in eq.(5), 
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n
3
C

2
B

spon E
V4R

με
=−

     (6) 
where ε is the permittivity (F/cm), EC is the critical field of breakdown (V/cm) and μn is the electron 
mobility in cm2/V-sec. 

The equation connecting the breakdown electric field strength EC on the doping level NB for a 
pn diode of 6H-SiC has been derived. Based on these results the relationship between EC and NB was 
obtained [20]: 

cm/VxN10x95.1E 131.0
B

4
C =     (7) 

Eliminating EC between eqs.(7) and (3),  
35.1

B

15
B V
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⎝
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=     (8) 

This gives for Ron-sp from eq. (5), 
5.2

B
9

spon V)10x93.5(R −
− =     (9) 

Finally the power dissipation PD (W) [20] for the device for a 50% duty cycle can be evaluated using 
the equation, 

)AVJARJ(
2
1P BLspon

2
onD += −    (10) 

where Jon is the on-state current density in the linear region of (IDS-VDS) characteristics of the device in 
A/cm2, and A is the device cross-sectional area in cm2. 

Ron-sp can be determined by the slope of IDS-VDS curve in the linear region. In our calculations 

we have set Jon= A
IDS  to calculate the maximum power dissipation for a MOSFET, which is the 

maximum value corresponding to Jon for a given gate bias. Again JL<<Jon and the second term in eq.(8)  
can be neglected. Hence eq.(10) can be written as: 

PD= spon
2
onARJ(

2
1

− )     (11) 

The exact equations for IDS (current between drain and source), ρD (resistivity in drift region) 

and Ron-sp  (specific on-resistance) [21-23] can be given by: 

IDS =
L2

]V)VV(2[CZ 2
DTGoxn −−μ

   (12)                                  

ρD =
BnqN

1
μ

      (13) 

Ron-sp = 0

40
GD

26tan
10)26tan41ln()m2L( −++ρ

  (14) 

with  

Jon = 
8

D

10x200

I
−

 Ampere/cm2        (15)                     

Vf  = Ron-sp x Jon                       (16)                                                                                             
where we have evaluated IDS for VGS= 40 volts, the threshold voltage VT having been set equal to 1V 
as is usually the case. Z and L are the device dimensions shown in Figure 2, COX is the oxide 
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capacitance, and Jf and Vf are the forward current density and forward drop respectively. The rise in 
temperature of the device ΔT °K is proportional to PD, the power dissipated: 
 ΔT= θth PD         (17)                                                                                      
where θth is the thermal resistance associated with the device in Kelvin /Watt, its value depending on 
the state of the art device packaging technology. With today’s technology θth is about 1°K/W giving 
ΔT= PD          (18)                                                                                             
For all calculations we have used an average value of μn[24,20] of 530 cm2/ V sec. 
 
Calculations and related graphs  

In calculating the current IDS and power dissipation PD, we have used the following parameters with 
the value quoted against each one of them: LG=20µm, m=10 µm, Z= 10µm, L=3 µm, A=200x10-8 cm2, 
Cox=εs/0.1, VG=40V, VD=2V, VT=1V, µn=530 cm2/V-sec, h=30 µm, and a=15 µm. The set of the 
calculations were made on the basis of eqs. (1) to (15). By using these equations the following graphs 
(Figures 3-7) are plotted. 

 
 

 
 
Figure 3.  Plot of doping vs. breakdown voltage 
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Figure 4.  Plot of electric field vs. breakdown voltage 
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Figure 5.  Plot of specific on-resistance vs. doping             
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Figure 6.  Plot of specific on-resistance vs. breakdown voltage 
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Figure 7.  Plot of power dissipation vs. breakdown voltage 
 

Results and Discussion 

Having set the device dimension as above, we began by considering the graph of Figure 3 
wherein it is seen that the high breakdown voltage ≅ 10 kV can be attained by using the low doping 
level of the order of 1015/ cm3 or less. However very low doping levels can give rise to a large parasitic 
drop across the drift region. Hence we needed to reduce this parasitic loss. We began with the design 
rule that a maximum value of the temperature rise ΔTmax of 600°C≅800 K for power dissipation is 
permissible with the latest packaging technology. This gives ΔTmax = PDmax=800 W. From Figure 7 
we noted that at VB ≥ 10 kV, PDmax of 400 W can be attained with a doping level of 5*1013cm-3. 
Making allowance for an increase in the Ron-sp

 to twice its room temperature value over this range of 
the temperature rise for SiC power MOSFET, the safe margin would be to set NB = 5*1013/cm3. At VB 
= 10 kV and NB = 5*1013/cm3, the Ron-sp = 205 Ω-cm2 (see Figure 6). Hence doubling of Ron-sp at  NB = 
5*1013/cm3 with rise in temperature could lead to doubling the level of permissible power dissipation 
to 800 W. This value of Ron-sp  can be checked from Figure 5, which gives plot of Ron-sp  vs. NB for 
different values of VB. Finally for VB  = 10 kV, NB = 5*1013/ cm3, the critical field for breakdown, i.e. 
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Ec can be obtained from Figure 4 giving Ec≅ 4.3*105V/cm. Thus, apart from the device dimensions 
quoted above, we recommend a doping level of 5*1013/ cm3 for an n-drift layer of 30μm thickness for 
the safe operation of a 6H-SiC power MOSFET with a breakdown voltage of 10 kV and a maximum 
rise in the device temperature of 600°C. However, in order to reduce parasitic loading effect of Ron-sp 

of the drift region, it is recommended that either 5*1013/ cm3 or 1015/ cm3 values for NB can be safely 
used. Hence, the limit of NB for a safe operation of 6H-SiC power MOSFET for 800W power 
dissipation in Figure 7 can be obtained by setting any value of NB between 5*1013/cm3 and 1015/cm3 
for VB =10 kV with Ec lying between 4.3*105 V/cm and 4.3*106 V/cm respectively. 

 
 

Conclusions 

The results of this paper are based primarily on the variation of specific on-resistance with 
temperature and its effect on the power dissipation using the concept of field independent mobility, 
which help to estimate the optimum doping levels of the drift region. The 6H-SiC power MOSFET 
designed in the paper has a low specific on-resistance, a high breakdown voltage of 10 kV, not-too-
high electric field of Ec ≅106V/cm, and a low power dissipation much less than a maximum limit of 
800W. In our analysis we have used an average value of carrier mobility of 530 cm2/V.sec. However, 
for still more accurate work it is advisable to use the field dependent mobility given by the equation:  
μ=μ0/ [1+ (μ0 E/ vsat) β] 1/β where μ0 = low field mobility of 530 cm2/V.sec at NB =1014/cm3 with an 
electric field of about 1000 V/cm. However, experimental verification of such a device designed along 
the lines given in the paper remains to be done.  
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Abstract: Changes in viscoelastic properties are related to the indentation of whole longan 
(Dimocarpus longan Lour.) in the drying process. The objective of this research is to 
determine parameters from a creep test to characterise the viscoelastic properties of on-
progress dried longan. During 65°C hot-air drying, the whole longan was sampled every 2 
hours to perform the creep test with a constant stress of 44 kPa using a texture analyser. 
Viscoelastic properties, viz. retardation time (λret), instantaneous compliance (J0), retarded 
compliance (J1), creep compliance (J), Newtonian viscosity (η0), and modulus of elasticity 
(E) were analysed using the four-element Burger’s model. The λret and E decreased linearly 
as the moisture content decreased from approximately 70% to 64-57%, then they linearly 
increased as the moisture content further decreased to 11%. The J and J1 increased linearly 
and then decreased linearly as the moisture content decreased, showing the transition 
moisture content of 64%. The J0 decreased as the moisture content decreased. There was no 
marked change in η, thus it was not involved in the indentation of dried longan. The 
moisture content of 64-57% was found to be the critical range leading to the indentation of 
longan during the drying process. 

Keywords: longan, drying, creep test, viscoelastic properties, indentation 

__________________________________________________________________________ 
 

Introduction  

Longan (Dimocarpus longan Lour.) is one of the most important crops of Thailand with an export 
value of 2.4 billion Baht in 2006 [1]. Concentrated production of longan in a short season causes the 
depreciation of the fresh produce selling price. The most popular method to prolong the longan shelf 
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life is to dry the longan with a hot-air stream. Drying the longan with peel, referred to as ‘whole 
longan’, is generally more popular than drying the longan flesh because the drying process can be 
operated in large scale. However, the problem associated with whole longan large-scale drying is the 
incident of indentation of the finished product. Indented longan is considered as a low-grade product 
and lowers the selling price as much as 50%. Therefore, a study to characterise the viscoelastic 
properties of whole longan is necessary for the basic understanding of how indentation takes place 
during the hot-air drying. 

 Generally, drying of whole longan is accomplished with hot-air at 60-75°C for 60-72 hr. As 
drying progresses, the moisture content decreases slowly, resulting in shrinkage of the internal tissue. 
At the initial stage, the longan peel is softened, but toward the final stage, the peel becomes hardened. 
Indentation often occurs between these two drying stages but has never been defined in terms of a  
critical drying period or moisture content.  It is comprehensible that the indentation of longan occurs 
due to the loading compression of longan in the drying cabinet. The nearly constant loading can be 
simulated using a creep test. Previously, the creep test was effectively used as a tool to characterise the 
viscoelastic properties of biological materials. Ru et al. [2] studied the nonlinear behaviour of apple 
flesh under uniaxial creep loading condition and found that the power law equation was adequate to 
predict the creep behaviour of apple flesh.  The non-linear creep formulation predicted the creep 
behaviour of apple flesh to within 2.7% at 67.2 kPa loading level. Ru and Puri [3] further studied the 
nonlinear behaviour of apple and potato flesh under uniaxial and triaxial creep tests using the four 
material property functions in a nonlinear three-dimensional constitutive equation based on the Green-
Rivlin theory. The nonlinear constitutive equation predicted the results which were comparable to the 
experimental data.  The nonlinearity of both apple and potato flesh increased with loading time and 
became significant after an initial loading period of 90 sec. Datta and Morrow [4] studied the creep 
behaviour of biological materials with graphical and computational method. Both methods were based 
upon the assumption of linear viscoelasticity, and the four element Burger’s model was applied to the 
biological materials. The computational method was effective for determining the accurate magnitude 
of material constant and well described the experimental creep behaviour of apple, potato and cheese. 
On the other hand, the graphical method provided approximate values for the material constants used 
as initial values for available curve fitting.  

Previous work about creep test applied on biological materials was reported on some products 
addressed above. However, the report on creep test being applied on longan has not been found. The 
objective of this study is to evaluate changes in viscoelastic properties of longan during hot-air drying 
in relation to the indentation of whole longan. Information obtained from this work should provide the 
drying strategy to minimise the indentation problem and improve the quality of dried longan. 

 
 

Materials and Methods 

Critical spot susceptible to indentation 

This preliminary experiment aims to explore a critical spot on fresh longan where indentation often 
occurs. Grade AA, off-season longan cv. Dor, with an average diameter of 25 mm freshly harvested 
from orchard in Lumphun province, Thailand, was used in this work. The flat surface probe with a 
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diameter of 60 mm was applied in compression mode by a texture analyser model TA-XT Plus 
(Texture Technologies, Inc., UK)  with a cross-head speed of 1 mm/s on the longan fruit at 3 specific 
locations (Figure 1), providing the quasi-static load while the data acquisition sensitivity following 
ASAE Standards S368.4 [5] was ensured. Compression test was ended at the target strain of 20% of 
initial fruit height or equivalent to 5.2 mm to ensure an occurrence of longan indentation. The force-
distance profile from the compression test was obtained and analysed. The test was accomplished with 
6 replications. The location on the fruit which exhibited the lowest force at 20% strain was identified 
as the critical spot of indentation. 

 
 

 
Figure 1.  Test of critical spot of indentation on longan fruit: Plane A-A – at stem, Plane B-B – at 

90° from stem, Plane C-C – at 45° from stem 
 

Drying apparatus setup 

 A laboratory-scale hot-air dryer without air recirculation was used for the experiment (Figure 
2). The dryer consisted of an axial fan, an electric heater and a drying basket with a capacity of 3 kg 
(20x25x10 cm: height x length x width) connected to an electric balance, model CP3202S (Satorius 
AG, Goettingen, Germany), for data acquisition (DAQ). The RS232 port of the electric balance was 
connected to a personal computer providing DAQ every 5 min. Two additional baskets (size 20x25x25 
cm) without DAQ were placed in the front and back of the basket with DAQ to provide the creep test 
for the longan sample during drying. Overall length of the three baskets was 60 cm, equivalent to the 
thickness of the longan bed in industrial hot-air drying. A hot-air stream at 65°C with a velocity of 0.7 
m/s, an optimum drying velocity reported by Achariyaviriya et al. [6], was employed to dry the longan. 
For each batch, the fruits were dried for 60 hr to the final moisture content of about 11%. The initial 
and intermediate moisture content of fresh longan was determined using the hot-air oven method at 
103±1°C for 72 hr following ASAE Standards S325.2 [7]. 

 
Creep test analysis 

 The creep test was performed on the on-progress dried longan with a texture analyser model 
TA-XT Plus (Texture Technologies, Inc., UK). During drying with the hot-air apparatus, three longans 
from the front and back baskets without DAQ (Figure 2) were sampled every 2 hr to perform the creep 
test. Each longan was quickly placed on the texture analyser platform inside the temperature-
controlled  cabinet which provided a testing temperature of 65°C, similar to that in the hot-air dryer. A 
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A 

A 

Force Force 

Stem 

Stem 
Stem 

B 

B 

C 

C 

Force 

longan 

Flat plate 



Mj. Int. J. Sci. Tech.  2008, 2(02), 320-330  
 

 

323

 

Figure 2.  Laboratory-scaled tray dryer with DAQ system (left); Schematic diagram of longan basket 
setup inside drying chamber (middle); Texture analyser used for creep test (right) 

 
speed of the 60-mm diameter flat-plate probe was set at 1 mm/s. For the creep test, the longan fruit 
was compressed and held with a constant stress of 44 kPa for 3 min (details of stress estimation are 
discussed later). Compression was performed on the fruit at the critical spot determined in the previous 
section. To analyse the data, assumptions of creep test were applied as follows: 

a. A constant stress of 44 kPa was estimated from the stress on a single longan 
derived from the vertical load onto the bottom plane of longan in a commercial 
longan drying bed with a height of 60 cm, according to Figure 3.   

b. The cross-sectional area used for stress calculation was assumed fixed at 0.639 
cm2 (Figure 3). Using a fixed area for stress calculation provided the approximate 
rather than the accurate magnitude of stress since the compressing area could 
change during constant loading. However, this approximate stress provided 
sufficient information to characterise the viscoelastic properties of longan in this 
work.  

c. The stress applied on longan was assumed as a nominal stress [8], meaning that an 
internal integrity of longan was uniform and the effect of internal hole on stress 
was included in the assumption. 

d. The strain applied on longan in this work, defined as a change in height compared 
to the original height of longan fruit, was assumed as an axial strain. The 
transverse strain on longan during compression was negligible. 

 After each test, the strain versus time profile of the creep test was analysed with four element 
Burger’s model (Figure 4) following Eq (1):  
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Figure 3.  Schematic diagram of estimation of stress on longan for creep test analysis 

 
 

where J is creep compliance which is a function of time (t), expressed by γ/σconstant or 1/E (E is  elastic 
modulus, γ is strain, and σconstant is constant stress); J0 is instantaneous compliance defined as 
1/E0 (Ε0  is elastic modulus of free spring); J1 is retarded compliance defined as 1/E1 (E1 is elastic 
modulus of compound spring); λret is retardation time defined as a ratio of η1/E1 (η1 is Newtonian 
viscosity of compound dashpot); and η0 is Newtonian viscosity of free dashpot. The complete 
derivation of Burger’s model was described by Steffe [9]. 

 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Mechanical analogy of four element Burger’s model for the creep test of longan 
 
The creep parameters, e.g. J0, J1, λret and η0 from Eq (1) were determined using generalised reduced 

gradient nonlinear optimisation embedded in Microsoft Excel™ (Frontline Systems, Inc. NV) with a 
prediction tolerance of 10-4 and 95% confident interval. Once J0, J1, λret and η0 were obtained from the 
optimisation, J was calculated using Eq (1) for each drying time (t). Plots of J0, J1, λret, η0, J, and E (a 
reciprocal of J) versus moisture content were obtained to characterise the changes in viscoelastic 
properties as well as the critical moisture content of longan susceptible to indentation during drying 
with hot air. 
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Results and Discussion  

Critical indentation spot evaluation 

Figure 5 shows that fresh longan compressed on plane A-A (at the stem) requires greater force 
to reach 20% of the original fruit height than that for plane B-B (90° from stem) and plane C-C (45° 
from stem). Greater compression force implies more resistance of the longan to external force. At a 
deformation of 5.2 mm (20% of initial height), compressing the longan at the stem requires a force of 
approximately 60 N while compressing the longan at 90° and 45° from the stem requires about 10 and 
30 N respectively. It can be implied that the spot at 90° from the stem is the critical spot susceptible to 
indentation of longan due to the lowest compression force used. This result agrees with the observation 
that most dried longan fruits sampled from two industrial drying sites exhibited indentation, more than 
80% of which were on the spot 90° from the stem. Therefore, for further creep test all samples were 
tested at the spot 90° from the stem. 
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Figure 5.  Average force-distance profiles to evaluate the critical indentation spot of fresh longan 
 

 
Drying characteristics of whole longan 

The drying curves of whole longan are different for the three locations of drying (Figure 6). 
The front basket, located near the heater, was subjected to direct 65°C hot air exposure, therefore it 
exhibited the fastest moisture decrease. The drying curve of the longan in the front basket fits well 
with an exponential model (r2 of 0.99). On the other hand, the fruits in the middle (DAQ) and the back 
basket were subjected to indirect hot air after passing through the front basket. Thus the drying curves 
of longan in the middle (DAQ) and the back basket exhibited a slower moisture decrease. Both curves 
fit well with the 3rd degree polynomial models rather than the exponential model. The reason for these 
differences is the thickness of the basket. As hot air passes through the front basket, there is a pressure 
drop of air stream across the middle and back baskets. Heat is transferred to the longan in the front 
basket to remove moisture. Thus, the hot air is moistened and the enthalpy of the hot air stream is 
reduced resulting in a lower capacity to remove moisture from longan. So the drying rate decreases 
drastically as apparent in the drying curves of longan in the middle (DAQ) and back baskets. Since 
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Figure 6.  Drying curves of whole longan using hot-air (65°C) at velocity of 0.7 m/s 
 
further experiments on the viscoelastic characteristics of longan during the drying process were done 
on the longan sampled from the front and back baskets, it is more appropriate to characterise the 
viscoelastic properties in relation to the moisture content rather than drying time. 

 
Changes in viscoelastic properties 

 Figure 7 shows that the instantaneous compliance (J0), representing the elastic part of longan, 
decreases with a decrease in moisture content. A decrease in J0 suggests that longan loses its elastic 
behaviour, resulting in a slower response in resisting external loading. At the beginning of drying, the 
whole internal space of fresh longan is filled with longan flesh, therefore its elastic behaviour is 
evident. As the drying progresses, the flesh of longan shrinks markedly, thus air void becomes larger 
inside the dried longan. Consequently, it loses its capacity to react to the sudden external loading 
resulting in a decrease of its elastic behaviour. 
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Figure 7.  Relationship between instantaneous compliance (J0) and moisture content of longan 
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 Figures 8 and 9 indicate that the retarded compliance (J1) and retardation time (λret) of longan 

during drying are divided into two periods. The first period is identified by moisture content reduction 
from 71% to 64-57% (w.b.) while the second period is from 64-57% to 11% (w.b.) reduction of 
moisture content. The J1 value represents the retarded elastic behaviour during constant loading. In 
relation to moisture content, J1 during moisture reduction from 71 to 64% increases and then gradually 
decreases as longan continues to dry at moisture content below 64%. The λret value, representing the 
time under constant loading until the strain reaches asymptotic plateau, exhibits the response to 
constant loading in a similar manner to J1, with the transition moisture content of about 57%. 
Therefore the moisture content in the range of 57-64% is the critical range of viscoelastic changes 
during the drying of longan. However, the Newtonian viscosity (η0) does not change during drying 
(Figure 10), implying that the changes in viscoelastic properties of longan during drying are not 
influenced by η0. The creep compliance (J) in Figure 11 exhibits a similar trend of change to that of J1, 
while the elastic modulus (E) in Figure 12 which is in inverse relationship to J1 exhibits an opposite 
trend.   
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Figure 8.  Relationship between retarded compliance (J1) and moisture content of longan  
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Figure 9.  Relationship between retardation time (λret) and moisture content of longan  
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Figure 10.  Relationship between Newtonian viscosity (η0) and moisture content of longan  
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Figure 11.  Relationship between creep compliance (J) and moisture content of longan  
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Figure 12.  Relationship between elastic modulus (E) and moisture content of longan  

 
 The moisture content in the range of 57-64% is a critical range susceptible to indentation of 

longan because E and λret are minimal while J, and J1 are maximal. The minimum E at the critical 
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moisture content also means minimal resistance of longan to the external force. In implementing the 
findings to the industrial drying process, care should then be taken during the critical moisture content 
range of 57-64% when the on-progress dried longan will be weakest and easily indented. If the 
constant load due to the weight of the drying bed is too high, longan at the bottom layer of the drying 
bed may be indented, especially at the critical moisture content. Once the drying progresses toward the 
final moisture content of 11% (w.b.), the peel will harden, in agreement with increasing E. However, 
the longan loses its ability to regain the original spherical shape, which is explained by the increasing 
of λret. This results in a permanently indented longan, which drastically lowers the market value of the 
final product. Our findings also agree with the observation of the longan drying processors that special 
care must be taken during the 15-20 hours of drying (corresponding to the moisture content of about 
60% w.b. in Figure 6) when the softening of longan in the drying cabinet tends to occur. Therefore our 
analyses are compatible with the practical guidelines from the longan drying processor, and also 
provide an in-depth explanation on how the viscoelastic properties influence the indentation of longan. 

 
 

Conclusions 

 In this work, changes in viscoelastic properties of longan during hot air drying have been 
determined. Some important parameters derived from the creep test, including J, , E and λret, indicate 
that longan indentation is related to its moisture content. At the beginning of the drying process, the 
fruit is softened (less firm) until moisture content is lowered to about 57-64%, when it starts to harden. 
Changes in the creep compliance (J), the retarded compliance (J1), the elastic modulus (E) and the 
retardation time (λret) correspond well with changes in viscoelastic properties during the drying 
process. Critical moisture content has been determined to be in the range of 57-64% (w.b.), at which J 
and J1 are maximal and E and λret are minimal. These findings could be a useful guide that helps to 
minimise permanent indentation of longan. 
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Abstract:  The need for energy supply, particularly electricity, has been on the increase in 
the last two decades in developing countries such as Nigeria. Economic and industrial 
developments have led to this increase in demand for electricity. In universities, much of the 
electricity consumption is consumed in air conditioning systems, which are used to 
overcome the indoor thermal discomfort during harsh seasons. An amount of electricity is 
also consumed by laboratory equipment and machinery used for practical and 
demonstrations. Thus, if universities are to achieve the goals of teaching, research and 
community service, then proper management of electricity supplied to the system is needed 
in view of its limited availability. Since electrical energy in Nigeria is highly subsidised by 
the government, monitoring and controlling the energy consumption pattern in a university 
is a major aim in the country. However, there is still a lack of information about electricity 
end-use consumption in Nigerian universities. This paper presents the results of a walk-
through energy audit conducted in a university and recommends means of tackling the 
problem from the demand end by focusing on the areas of potential savings flagged by the 
energy audit. It was noted that tackling the problem of energy demand from the users’ end is 
quite challenging, but it might be the only hope of the school in view of inflexibility of 
supply. 

Keywords:  energy, energy demand, energy consumption 
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Introduction  

Reduction of energy consumption in domestic buildings and commercial settings has been a 
major aim worldwide in view of the limiting of the growing demand for electricity and the efforts to 
reduce CO2 emissions [1-4]. Investigations have been extensive with active researches carried out in 
major countries such as Kuwait [2], Sweden [3], Namibia [5], USA [6], Syria [7], Brazil [8] and India 
[9], among others.  

Several energy demand/consumption predictive models have aided in a proper understanding of 
energy dynamics in both residential and industrial/organisational settings. For instance, Azadeh et al. 
[10] integrated genetic algorithm (GA) and artificial neural network (ANN) to estimate and predict 
electricity demand using stochastic procedures. The application of Bayesian approach to energy 
demand is also an accepted technique in the literature [11]. The use of computer software has also been 
encouraged. For instance, practical applications using plant simulation programmes as a design tool for 
carrying out or confirming the performance of building designs encoded within the TRNSYS-IISIBAT 
environment have been reported [2]. The projection of electricity consumption for the industrial sector 
based on time series forecasting (multivariate linear regression model) has also been established in the 
literature [12].  

Apart from these mathematical predictive models, an entirely empirical approach has also been 
used to monitor the energy consumption. An approach involves using a questionnaire survey, 
supported by the annual gas and electricity meter data and floor-area estimates [13]. Another approach 
is the use of Model of Analysis of the Energy Demand (MAED). This method has been improved upon 
by the Grey Prediction with Rolling Mechanism (GPRM) approach, which produces high prediction 
accuracy, is applicable in limited data environments and requires little computational effort [14]. 

On a general note, Muneer and Arif [15] studied energy consumption in Pakistan and the issue 
of security of electrical energy supply. Hossain and Badr [16] considered the prospects of renewable 
energy utilisation for electricity generation in Bangladesh. Tommerup et al. [17] studied the energy-
efficient houses built according to energy performance requirements introduced in Denmark. Yohanis 
et al. [18] investigated the real-life energy use in the UK with a focus on how occupancy and dwelling 
characteristics affect domestic electricity use. Ensinas et al. [19] studied the analysis of process stem 
demand reduction and electricity generation in sugar and ethanol production from sugarcane. Becerra-
Lopez and Golding [20] studied the dynamic energy analysis for capacity expansion of regional 
power-generation systems using the case study of far West Texas. Cai et al. [21] performed a scenario 
analysis on CO2 emission reduction potential in China’s electricity sector. Trygg and Amiri [22] 
presented the European perspective on absorption cooling in a combined heat and power system using 
a case study of energy utility and industries in Sweden.  

Furthermore, Kaldellis and Zafirakis [23] studied the present situation and future prospects of 
electricity generation in Aegean Archipelago Islands and Kaldellis [24] made a critical evaluation of 
the hydropower applications in Greece. Bahaj et al. [25] considered the influence of micro wind 
turbine output on electricity consumption in buildings while Ozturk et al. [26] reviewed the past, 
present, and future status of electricity in Turkey. Fung et al. [27] studied the impact of urban 
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temperature on energy consumption of Hong Kong. The study by Peacock and Newborough [28] 
focused on the impact of micro-combined heat-and-power systems on energy flows in the UK 
electricity supply industry. McAllister and Farrel [6] investigated electricity consumption by battery-
powered consumer electronics using a household-level survey. The impact of ICT investment and 
energy price on industrial electricity demand was investigated by Cho et al. [29].  

The power outage in universities is common in recent times, particularly in developing 
countries where these outages are closely linked to peak times since electricity is a non-storable 
commodity and must be supplied at the same time that it is being used. However, there is also a long 
gestation period associated with adding new capacity. Obviously, advancements in technology have 
changed the world over the last few years thereby suggesting the obvious need for new methods as 
regards energy utilisation. One major resource of effective energy management is the actions taken by 
the end users themselves. In the past, there was little incentive for more efficient energy use due to the 
availability of energy at low cost. However, the situation is changing and universities have to adjust its 
energy use habits in order to cope with the current situation of inadequacy of supply as well as rising 
costs. Since energy demand is a choice, it could be assumed that system outages can be greatly 
minimised by the use of peak demand-reducing strategies without any increase in energy supply [30]. 
Having considered the diverse studies on energy demand and consumption, it seems obvious that 
investigations relating to academic institutions, particularly universities, in developing countries are 
missing. The need to bridge this important gap has provided the impetus for the current study. This 
study surveys the consumption of electric energy in the environment of a university whose goal is to 
achieve excellence in teaching, research and community service.  

 
 

Analogue Models of Energy Demand in the University of Lagos 

The forms of energy consumed in the University of Lagos for uses other than transportation are 

electricity, kerosene, charcoal, gas (LPG), firewood and diesel, among which electricity accounts for a 

major part of the energy used. A walk-through energy audit was conducted in the school to determine 

the peak energy demand of the school as well as flagged areas for potential savings.  

 
Categorisation of demand sectors 

For the purpose of simplicity of the study, the University of Lagos is classified into three sectors. 

These are: 

• Faculty and service areas: these comprise all faculty buildings, administrative buildings, 

buildings for health and other essential services (library, power, etc), general purpose buildings 

and outdoor lighting. 

• Residential area: this comprises the staff quarters and students’ hostels. 

• Commercial centres: this comprises all commercial buildings on the campus. 
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End use categorisation 

The electrical energy end use in the University of Lagos is categorised [31] as follows: 

1. Space cooling – This includes all the energy used for ventilation and air conditioning equipment 

such as room fans, air conditioners and extractor fans. 

2. Refrigeration – Refrigeration comprises energy used by food and drink cooling equipment such as 

water dispensers, fridges and freezers. 

3. Water heating   – This category considers energy used by water heaters of all kinds. 

4. Cooking – This includes energy utilised by cooking equipment such as electric cookers, gas 

cookers, electric toasters, microwave ovens, and kerosene stove, as well as those other methods of 

cooking which utilise the other forms of energy. 

5. Personal computer – This includes all computer systems, printers and servers. 

6. Office machines – The category of office machines includes all equipment that are typical in office 

environment, e.g. typewriters, fax machines, photocopy machines, and scanners. 

7. Laboratory machines – This takes into consideration energy used by all laboratory equipment and 

machines. The energy can be in the form of electricity, gas or kerosene. 

8. Lighting – This comprises all forms of lighting appliances ranging from incandescent lamps to 

fluorescent lamps, halogen lamps, rechargeable lamps, street lights and large stage lights. 

9. Electronics – This category considers all electronic appliances such as television sets, radio sets, 

video cassette players, video compact disc players, and decoders. 

10. Ordinary machines – This group of machines are the common machines that are not used in 

laboratories such as water pumps, grinding machines, sewing machines, and washing machines. 

11. Others – The category of others comprises those appliances which are not considered in any of the 

aforementioned categories. They include pressing irons, hair dryers, blenders, etc. 

The data obtained during the energy audit are presented in tables and charts in the next section. The 

strategies for reducing this demand are also discussed.  

 

Energy Demand in the University of Lagos 

The energy demand in the University of Lagos is shown in Figure 1. Electricity accounts for 

about 97% of the energy demand in the school. At 16.602 terajoules, it stands at about five times the 

average monthly energy demand for the year 2005. Figure 2 gives the proportion of this energy 

demand for different end uses. Since energy demand is a choice, we therefore pursue means of 

reducing demand. Figure 2 will assist in pointing out areas on which these strategies will be focused. 
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Figure 1.  Demand for various forms of energy in the University of Lagos 

 
Figure 2.  Electrical energy demand for different end uses in the University of Lagos 

 

Peak Demand Reduction Strategies 

Four major strategies for reducing peak demand are: load reducing strategies, high efficiency 

equipment, energy source substitution, and on-site heat and electricity generation [32]. These methods 

are discussed here. 

Load reducing strategies 

These are strategies that reduce service demands without affecting the economic benefit 

derived from that energy use, such as load controls for buildings and equipment and behavioural 

changes such as turning off lights. Lighting, which is the easiest load to reduce, accounts for 17% of 
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the energy demand in the faculty and service area as seen in Figure 3,  7% of the energy demand in the 

residential sector (Figure 4), and 7% of the total electric energy demand of the University of Lagos 

(Figure 2). 
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Figure 3.  Electricity demand in the faculty and service area for various end-uses 
 

 
Two methods are most common for the reduction of the lighting load, viz. installation of 

building automation systems and use of daylighting. The traditional on-off toggle switch has been the 

lighting control of choice in homes. But experience shows that even with convenient light switch 

locations, lights are often left on when rooms are unoccupied. Building automation systems can help 

solve this problem. They can be used to automatically turn on, turn off, or dim electric lights around a 

building. These include occupancy sensors, timers and motion sensors. Daylighting is the use of 

windows and skylights to bring sunlight into the building. When properly designed and effectively 

integrated with the electric lighting system, it can offer significant energy savings by offsetting a 

portion of the electric lighting load.  

High efficiency equipment 

High efficiency equipment reduces the energy needed to deliver a given level of energy 

services or produces more energy service per unit of energy. A careful observation of Figure 2 shows 

that space cooling, refrigeration and lighting are items which consume the bulk of the energy supplied 

to the school, thus flagged areas for potential improvement of efficiency. 
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Figure 4.  Residential energy demand for different end-uses 
 

What lends further credence to this is the fact that the Faculty of Arts and Social Sciences 

places a higher demand for energy than the Engineering and Science Faculties (Figure 5) even though 

the latter two make extensive use of laboratory machines that exert heavy loads on the supply system. 

These machines, however, are only on for a short period of time, in contrast to the extensive use of air 

conditioning and refrigeration devices that exert smaller loads on the supply system but are on for a 

longer period of time.  

 
Efficient lighting: 

            The principal lamp types of interest to the energy manager are incandescent, fluorescent, 

mercury vapour, metal halide, sodium vapour lamps and sodium lamps. The last three are used for 

outdoor lighting and fall under the category of high-intensity discharge lamps. In this case, efficient 

lighting can be achieved by introduction of energy-saving bulbs as replacements of traditional 

incandescent bulbs. This will reduce the energy consumed by the lighting system as well as the heat 

generated in the enclosure.  

 

Efficient air conditioning:  

            Air-conditioning accounts for 37% of the electrical energy demand in the faculty and service 

area (Figure 3), 20% of the demand in the residential sector (Figure 4) and 42% of the commercial 

sector’s demand (Figure 6). So in almost all cases, it accounts for the largest demand for any single 

end use and marks a crucial area in the demand for energy services in the University. Measures that are 
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needed to provide an economical, efficient and comfortable heating and cooling system are proper 

installation, proper sizing, and proper design and sealing of the duct system. 
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Figure 5.  Electricity demand by each Faculty 
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Figure 6.  Commercial electrical energy demand for different end-uses 
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Efficient refrigeration: 

 The demand for energy in the end-use can be minimised by certain no-cost practices such as 
regular cleaning of the evaporator and condenser coils, proper maintenance of door seals, and 
immediate loading of items that need refrigeration. 
 

Energy source substitution 

Due to the relatively low efficiency of energy conversion to electricity (often 30-35 percent), 

other primary energy sources such as charcoal and gas should be used wherever possible for heating. 

This will help reduce the demand on the electric power system for the purposes of cooking and water 

heating. Cooking and water heating account for 15% of the energy demand by the residential sector 

(Figure 4), a sharp contrast with the commercial sector which demands less than 1% of its electrical 

energy for cooking and about 2% for water heating (Figure 6). This is obviously reflected in the 

greater demand of the commercial sector for charcoal (97% as seen in Table 1) and kerosene (65% as 

seen in Figure 7).  

 
Table 1.  Monthly demand for charcoal by various sectors of the University of Lagos 

Sector Total charcoal demand (kg) Percentage 
Faculty and service area 0 0.00% 
Commercial center 922 97.36% 
Residential area 25 2.64% 
Total 947 100% 

 

However, care should also be taken to ensure the cost effectiveness when taking this measure. 

For instance, the data obtained during a walk-through energy audit indicated that much of the 

commercial cooking in the University of Lagos is done by charcoal. However, commercial operators 

and residents who do not have the charcoal pots assume that kerosene is a cheaper option compared to 

butane gas. Charcoal is rightly considered an economical source of energy but the assumption that 

kerosene is more economical than cooking gas (butane) is false. Based on this survey, a family of five, 

for instance, who cooks on a fairly regular basis will exhaust a 12.5-kg gas cylinder in two months. 

The cost of the 12.5-kg gas is about N2200. The initial cost of the cylinder and a gas cooker with two 

faces is about N15, 000. After the initial spending, the consumer will only need to be refilling his 

cylinder. A family of five who uses kerosene will spend about N500 on a weekly basis to buy 

kerosene. This will amount to N4,000 in two months. The initial cost of buying a stove is just about 

N2000. However, most of the stoves that are sold in Nigeria are not durable and the consumer may 

find himself changing 
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Figure 7.  Monthly kerosene demand by various sectors in the University of Lagos  

 

the stove after a short time. Furthermore, kerosene cooks slowly as well as blackens the bottom of the 

pot and leaves the kitchen in a messy form. There is also a higher risk of explosion in the use of 

kerosene. The monthly demand for gas by the various sectors in the University of Lagos is shown in 

Figure 8, with residential and commercial sectors placing the highest demand.  

 

On-site heat and electricity generation 

 This method reduces the demands seen by the utility grid, although it does require additional 

energy input. Examples of application of this method include the use of solar energy for heating 

purposes and photovoltaic cells for electricity generation. 

 Figure 9 gives the total peak demand for electrical energy by the various sectors of the 

University. From Figure 9, it can be seen that the residential sector has the potential to consume as 

much electricity as the faculty and service area and even more electricity than the commercial sector. 

Yet the commercial sector pays over 200% more per kilowatt-hour of energy used than the residential 

sector. The hostel residents do not pay for the energy they use. This perhaps might be a plausible cause 

as to the reason why the demand from this sector is so high. Another cause could also be that the 

commercial services rendered in university are not major and so require a minimal amount of energy. 
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Figure 8.  Monthly demand for gas (LPG) by various sectors of the University of Lagos 
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Figure 9.  Electrical energy demand of different sectors in the University of Lagos 
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Concluding Remarks 

The need for a proper control of energy consumption has motivated the current study. Thus, this 
study has provided a walk-through energy audit through a survey conducted in the University of 
Lagos. To reduce the strain on the school’s electrical supply systems and hence prevent system 
outages, it is recommended that the peak demand reducing strategies highlighted in this study be 
implemented. Furthermore, improvements in metering systems and energy data processing and storage 
would help to ensure the effectiveness of this measure. In conclusion, tackling the problem of energy 
demand from the users end is quite challenging but might be the only hope of the school in view of 
inflexibility of supply. 

 
 

References  

1. B. Atanasiu and P. Bertoldi, “Residential electricity consumption in new member states and 
candidate countries”, Energy and Buildings, 2008, 40, 112-125. 

2. F. F. Al-ajmi and V. I. Hanby, “Simulation of energy consumption for Kuwaiti domestic 
buildings”, Energy and Buildings, 2007 (in press). 

3. D. Henning and L. Trygg, “Reduction of electricity use in Swedish industry and its impact on 
national power supply and European CO2 emissions”, Energy Policy, 2007 (in press). 

4. P. A. Steenhof and W. Fulton, “Factors affecting electricity generation in China: current situation 
and prospects”, Technological Forecasting and Social Change, 2007, 74, 663-681. 

5. D. G. Vita, K. Endresen, and L. C. Hunt, “An empirical analysis of energy demand in Namibia”, 
Energy Policy, 2006, 34, 3447-3463. 

6. J. A. McAllister and A. E. Farrell, “Electricity consumption by battery-powered consumer 
electronics: a household-level survey”, Energy, 2007, 32, 1177-1184. 

7. A. Hainoun, M. K. Self-Eldin, and S. Almoustafa, “Analysis of the Syrian long-term energy and 
electricity demand projection using the end-use methodology”, Energy Policy, 2006, 34, 1958-
1970. 

8. A. S. Szklo, J. B. Soares and M. T. Tolmasquim, “Energy consumption indicators and CHP 
technical potential in the Brazilian hospital sector”, Energy Conversion and Management, 2004, 
45, 2075-2091. 

9. R. Devi, V. Singh, R. P. Dahiya, and A. Kumar, “Energy consumption pattern of a decentralized 
community in northern Haryana”, Renewable and Sustainable Energy Reviews, 2007 (in press). 

10. A. Azadeh, S. F. Ghaderi, S. Tarverdian, and M. Saberi, “Integration of artificial neural networks 
and genetic algorithm to predict electrical energy consumption”, Applied Mathematics and 
Computation, 2007, 186, 1731-1741. 

11. N. Xiao, J. Zarnikau, and P. Damien, “Testing functional forms in energy modelling: an 
application of the Bayesian approach to U.S. electricity demand”, Energy Economics, 2007, 29, 
158-166. 

12. A. Al-Ghandoor, I. Al-Hinti, J. O. Jaber, and S. A. Sawalha, “Electricity consumption and 
associated GHG emissions of the Jordanian industrial sector: empirical analysis and future 
projection”, Energy Policy, 2008, 36, 258-267. 



Mj. Int. J. Sci. Tech.  2008, 2(02), 331-344  
 

 

343

13. K. J. Baker and R. M. Rylatt, “Improving the prediction of UK domestic energy demand using 
annual consumption data”, Applied Energy, 2007 (in press). 

14. D. Akay and M. Atak, “Grey prediction with rolling mechanism for electricity demand forecasting 
of Turkey”, Energy, 2007, 32, 1670-1675. 

15. T. Muneer and M. Asif, “Prospects for secure and sustainable electricity supply for Pakistan”, 
Renewable and Sustainable Energy Reviews, 2007, 11, 654-671. 

16. A. K. Hossain and O. Badr, “Prospects of renewable energy utilization for electricity generation in 
Bangladesh”, Renewable and Sustainable Energy Reviews, 2006, 11, 8, 1617-1649. 

17. H. Tommerup, J. Rose, and S. Svenden, “Energy-efficient houses built according to energy 
performance requirements introduced in Denmark in 2006”, Energy and Buildings, 2006, 39, 1123-
1130. 

18. Y. G. Yohanis, J. D. Mondol, A. Wright, and B. Norton, “Real-life energy use in the UK: how 
occupancy and dwelling characteristics affect domestic electricity use”, Energy and Buildings, 
2007 (in press). 

19. A. V. Ensinas, S. A. Nebra, M. A. Lozano, and L. M. Serra, “Analysis of process stem demand 
reduction and electricity generation in sugar and ethanol production from sugarcane”, Energy 
Conversion and Management, 2007, 48, 2978-2987. 

20. H. R. Becerra-Lopez and P. Golding, “Dynamic energy analysis for capacity expansion of regional 
power-generation systems: case study of far west Texas”, Energy, 2007, 32, 2167-2186. 

21. W. Cai, C. Wang, K. Wang, Y. Zhang, and J. Chen, “Scenario analysis on CO2 emissions 
reduction potential in China’s electricity sector”, Energy Policy, 2007, 35, 6445 –6456. 

22. L. Trygg and S. Amiri, “European perspective on absorption cooling in a combined heat and power 
system – a case study of energy utility and industries in Sweden”, Applied Energy, 2007, 84, 1319-
1337. 

23. J. K. Kaldellis and D. Zafirakis, “Present situation and future prospects of electricity generation in 
Aegean Archipelago Islands”, Energy Policy, 2007, 25, 4623-4639. 

24. J. K. Kaldellis, “Critical evaluation of the hydropower applications in Greece”, Renewable and 
Sustainable Energy Reviews, 2008, 12, 218-234. 

25. A. S. Bahaj, L. Myers, and P. A. B. James, “Urban energy generation; influence of micro-wind 
turbine output on electricity consumption in buildings”, Energy and Buildings, 2007, 39, 154-165. 

26. H. K. Ozturk, A. Yilanci, and O. Atalay, “Past, present and future status of electricity in Turkey 
and the share of energy sources”, Renewable and Sustainable Energy Reviews, 2007, 11, 183-209. 

27. W. Y. Fung, K. S. Lam, W. T. Hung, S. W. Pang, and Y. L. Lee, “Impact of urban temperature on 
energy consumption of Hong Kong”, Energy, 2006, 31, 2623-2637. 

28. A. D. Peacock and M. Newborough, “Impact of Micro-combined heat and power systems on 
energy flows in the UK electricity supply industry”, Energy, 2006, 31, 1804-1818. 

29. Y. Cho, J. Lee, and T. Kim, “The impact of ICT investment and energy price on industrial 
electricity demand: dynamic growth model approach”, Energy Policy, 2007, 35, 4730-4738. 

30. A. W. L. Yao and S. C. Chi, “Analysis and design of a Taguchi-Grey based electricity demand 
predictor for energy management systems”, Energy Conversion and Management, 2004, 45, 1205-
1217. 



Mj. Int. J. Sci. Tech.  2008, 2(02), 331-344  
 

 

344

31. R. A. Zogg and D. L. Alberino, “Electricity consumption by small end uses in residential 
buildings”, Report prepared by Arthur D. Little, 1998, 
www.eere.energy.gov/buildings/ info/documents/pdfs/lbnl-42393.pdf (retrieved 19-12-07). 

32. R. E. Brown and J. G. Kooney, “Electricity use in California: past trends and present usage 
patterns”, Energy Policy, 2003, 31, 849-864. 

 
© 2008 by Maejo University, San Sai, Chiang Mai, 50290 Thailand. Reproduction is permitted for 

noncommercial purposes. 



 

 

 

Mj. Int. J. Sci. Tech.  2008 02 (02), 345-359 
 

 

 

Maejo International  

Journal of Science and Technology 
ISSN 1905-7873 

Available online at www.mijst.mju.ac.th 

Full Paper 

Abundance, food habits, and breeding season of exotic Tilapia 

zillii and native Oreochromis niloticus L. fish species in Lake 

Zwai, Ethiopia 
 

Alemayehu Negassa and Padanillay C. Prabu*   

Department of Biology, Ambo University College, P. O. Box 19, Ambo, Ethiopia 
 

* Author to whom correspondence should be addressed, e-mail: prabu_22@yahoo.com 

Received: 31 December 2007 / Accepted: 4 June 2008 / Published:  

 

 

Abstract:  Relative abundance, diet and breeding season overlap in the reproduction of exotic 

Tilapia  zillii and native Oreochromis niloticus in Lake Zwai were studied from samples collected 

over 12 months. Younger fish of both species collected were also evaluated for food composition. 

Food items from stomachs of both species were collected and analysed using the frequency of 

occurrence method. In terms of number, T. zillii dominated O. niloticus at the sampling sites. In 

both species, macrophytes, detritus, blue green algae, diatoms, green algae, Ceratium, Euglena, 

and Phacus constituted foods of plant origin, whereas chironomid larvae, Copepoda, Cladocera, 

Rotifera, Nematoda, fish eggs, and fish scales constituted foods of animal origin. Foods of the 

latter type such as Ephemeroptera and mollusks were also noted in the diet of adult T. zillii. 

Despite the extensive overlap in food habits of the two species, however, the food items were 
found in the diet of the species with different average percentage frequencies of occurrence. The 

level of gonad maturation and gonadosomatic index (GSI) values showed that in Lake Zwai 
breeding was year-round for both T. zillii and O. niloticus, with a peak during April-September 

and February-August respectively, indicating extended breeding season overlap in reproduction. 
The two species were always found together in the catches from the sampling sites, which 

indicated some niche overlap between them. 

Keywords:  breeding season, Oreochromis niloticus, Tilapia zillii, Lake Zwai, Ethiopia 
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Introduction 

 

Though fishes are the most diverse among the major vertebrate groups [1], they are faced 

with considerable threats which are generally associated with a combination of factors 

summarised in the acronym HIPO (habitat destruction, introduced species, pollution, and over- 

exploitation) [2]. As elsewhere, a number of attempts have been made to introduce exotic 

freshwater fish species into Ethiopia. Tilapia zillii is one of such species and has been 

particularly released into several water bodies including Lake Zwai [3]. T. zillii and Oleochromis 

niloticus are widely distributed and have a very wide common range. However, in East Africa 

while O. niloticus is widely distributed and supports important commercial fisheries, T. zillii is 

indigenous only to Lake Albert and Lake Rudolf.  

T. zillii is essentially a macrophyte-feeder. The adult feeds preferentially on aquatic 

macrophytes and vegetable matter of terrestrial origin [4], whereas O. niloticus is among the 

many phytoplanktivorous species. and is also known to include animals in its diet consisting of 

zooplankton and benthic organisms like insect larvae, crustaceans, and mollusks [5]. T. zillii is a 

monogamous biparental guarder as opposed to O. niloticus which is a polygamous maternal 

mouth brooding species. It is both economically and ecologically important in the country as a 

whole, but its population in Lake Zwai is currently declining. 

It is clear that the knowledge on the complex interaction between the fish species and the 

impact of introduced species on native ones is imperative for management of the ecosystem and 

the fisheries. Yet limited information is known about how these different species are performing in 

all of the water bodies in general and in Lake Zwai in particular. Accordingly, the present study 

was conducted to determine the status of T. zillii and assess its relations in feeding and breeding 

with the native O. niloticus species in Lake Zwai.  
 

 

Materials and Methods 
 

Study area: Lake Zwai 

          Lake Zwai (Figure 1) is located in the most northerly part of the upper rift lakes in the 

country of Ethiopia. The lake is situated at 70 52’ to 80 8’N latitude and 380 40’ to 380 56’E 

longitude and lies at an altitude of 1636 m, with a surface area of 434 km
2
 and mean depth of 2.5 

m [6]. The lake is fed by a number of rivers, the major two being Meki and Katar, and outflows 

south from its southwest corner via the Bulbula River. The lake lies in a region with an almost 

constant semi-arid climate characterised by the rainy season period (mid-June to mid- September), 

the dry season period (October to February), and a "small" rainy season with occasional 
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precipitation in March. Significant rainfall was also noted in May during the study period (Figure 

2).   

       The sampling sites, Edo Kontella (Site 1) and Kontella (Site 2), were located in the littoral 

zone at the southwestern end of the lake and characterised by extensive macrophyte vegetation and 

sandy substratum. The littoral zone of the lake is fringed by emergent and submergent vegetation. 

The most common emergent plants are Scripus spp., Cyperus spp., Typha angustifolia, 

Paspalidium geminatum, and Phragmites sp., whereas the floating and submerged vegetation is 

represented by Nymphea coerulea and Potamogeton spp.  

 

 

Figure 1.  Map of Lake Zwai showing the sampling sites     Figure 2.  Meteorological data of Lake Zwai during 2001 

                                                                                                  

The phytoplankton community is dominated by blue-green algae, of which Lyngbia 

limnetica, Microsystis aeruginosa and Synechococcus elongatus are the major species in terms of 

biomass. The diatoms, Melosira granulata, Navicula spp. and Surirella spp., and the green algae, 

Straurastrum leptocladum and Pediastrum boryannum are also important. The zooplankton 

community of the lake is composed of cyclopoids (Mesocyclops spp., Microcyclops spp., and 

Afrocyclops spp.), cladocerans (Diaphanosoma excisum and Alona davidii), and rotifers (Keratella 

sp., Brachionus spp., Filinia spp., Hexarthra spp., Lecane spp., and Trichocerca spp). The bottom 

fauna comprises gastropod and chironomid larvae. The fish community is composed of both native 

and introduced species. The native species comprise O. niloticus and some Barbus species, 

whereas the introduced ones are T. zillii, Clarias gariepinus and Carassius auratus. The potential 

yield of all species combined is estimated to be in the range of 1,000 to 6,000 tons per year [7].  
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Collection of samples 

Adult fish samples of T. zillii and O. niloticus were collected from the two sampling sites 

over a twelve-month period during the year 2001 using gill nets (60 x 100 mm stretched mesh). 

Younger fish of both species were collected in October, November, and December 2001, in 

shallow waters less than 1m in depth using a 5-mm stretched mesh beach seine. Fish caught were 

sorted according to species and counted. The fish samples were then taken to the Zwai Fisheries 

Resources Development Research Center laboratory soon after capture for stomach content 

analysis. The stomach of each fish was removed and preserved in a plastic bag containing 5% 

formalin. Sex determination of each adult specimen was done through examination of the gonad, 

and the maturity level of the gonad was determined through visual examination following maturity 

keys for T. zillii [8] and O. niloticus [9]. Accordingly, five-point and six-point maturity scales were 

used for T. zilii and O. niloticus respectively. Each gonad was weighed to the nearest 0.1 g, and 

stomach samples were then transported to Addis Ababa University for further laboratory studies. 

 

Relative abundance  

The relative abundance of T. zillii and O. niloticus was estimated from catch per unit effort 

(CPUE) records. Catch per unit effort was recorded as the number of fish in each species caught 

per trap per set during the sampling occasions.  

 

Food habits  

A study on the natural food of T. zillii was made based on stomach contents of 703 adults 

(394 M and 309 F, 12.5-32 cm total length), and 150 young fish (5.5-12 cm total length). 

Similarly, assessment on the food of O. niloticus was made from stomach contents of 591 adults 

(291 M and 300 F, 13.5-40 cm total length), and 120 young fish (6-13 cm total length). The basis 

for categorising T. zillii into two-length groups in diet study was the change in the major 

component of the diet, whereas in O. niloticus it was the association of the fish with T. zillii 

belonging to either of the length groups in the catches. The stomach contents preserved in 5% 

formalin were examined either macroscopically or microscopically at several levels of 

magnification. The food items, excluding macrophytes and detritus, were then identified to the 

lowest taxonomic level possible using descriptions, illustrations, and keys from various sources 

[10-12]. The results were then analysed using the frequency of occurrence method in which the 

number of stomach samples containing one or more of a given food item was expressed as a 

percentage of non-empty stomachs examined. 
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Breeding season  

       Breeding seasons of T. zillii and O. niloticus were determined based on the frequency of the  

various gonad stages identified and the gonadosomatic index (GSI) values. GSI was calculated as 

gonad weight as percentage of total body weight (including the gonad): 

                                GSI = Gonad wt X 100 

                                            Body wt 

 

The percentage frequency of breeding fish and GSI were then plotted monthly, and the time of the 

year when the frequency and GSI were high was considered as the peak-breeding season for the 

fish. 

 

Results 

Relative abundance 

       Throughout the sampling periods, T. zillii was always more abundant than O. niloticus in the 

catches from both sampling sites in Lake Zwai (Figure 3). The former species constituted 74% 

and 82.8% of the total collections of 709 and 1038 fish made from Edo Kontella and Kontella 

respectively.  

 

Food habits 

       Adult and young T. zilli.  Of the total 703 adult fish examined for food composition, 605 or 

86% had food in their stomachs which contained diverse items of both plant and animal origins 

(Table 1). Foods of plant origin were made of macrophytes (unidentified) and phytoplankton 

belonging to blue-green algae, diatoms, and green algae. Foods of animal origin comprised  

chironomid larvae, copepoda (Mesocyclopes sp.), cladocera (Alona sp. and Diaphanosoma sp), 

Rotifera (Brachionus sp., Keratella sp. and Lecane sp.), Ephemeroptera, mollusks, and eggs and 

scales of unidentified fish. Other components of the diet were plant detritus and unidentified 

broken parts of animal body. However, these food items occurred in the diet of the fish with 

different average percentage frequency (Table 1).  

     Of all elements of the diet of adult T. zillii, macrophytes were the most frequent and occurred 

in all of the stomachs examined. As a group, blue green algae, diatoms, green algae, and plant 

detritus were found in 64%, 54%, 38%, and 10% of the stomachs respectively. Among blue green 

algae, Microcsysts spp. and Lyngbya spp. were found to be frequent (59% and 33% of the 

stomachs respectively), whereas Navicula (48%) and Cymbella (15%) were the diatoms noted 

with high frequency of occurrence. Spirogyra and Staurastrum were the most frequently 

occurring green algae, each with 16% occurrence of the stomachs examined. Among foods of 
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              Figure 3.  Relative abundance of the two species at the two sites 

 

animal origin, chironomid larvae were most frequently found (at 10% occurrence), followed by 

fish scales (at 5% occurrence). The other remaining components were noted to be less frequent in 

occurrence. 

       All young T. zillii examined for diet composition had food in their stomachs. Analysis based 

on these food contents showed that the foods of this group of fish in the lake were diverse, 

consisting of both plants and animals (Table 1). Foods of plant origin were composed of diatoms, 

blue-green algae, green algae, plant detritus, macrophytes, Ceratium, Phacus, and Euglena, 

whereas chironomid larvae, copepoda, rotifera, and fish scales formed the foods of animal origin. 

These food items had different frequencies of occurrence in the diet of the young fish (Table 1). As 

a group, diatoms, blue-green algae and green algae occurred in 96%, 86%, and 59% respectively 

of the total stomachs. For diatoms, Navicula (84%), Rhopalodia (78%) and Cymbella (59%), and 

for blue-green algae, Microcsysts (91%), Lyngbya (55%) and Oscilatoria (54%) were the most 

frequent food items. Among green algae, Scenedesmus (32%) and Closterium (21%) were 

relatively frequent. Plant detritus were found at 83% and macrophytes at 40% of the stomachs. Of 

animal-originated food components, chironomid larvae occurred at 58% of the stomachs examined 

and the rest were less frequent.  

0

10

20

30

40

50

60

70

80

90

100

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Month

%
 C

P
U

E
Edo kontella T. zillii

Edo Kontella O. niloticus

Kontella T. zillii

Kontella O. niloticus



 

 

351 

Mj. Int. J. Sci. Tech.  2008 02 (02), 345-359 
 

 

 

 

Table 1.  List of food items identified in the stomachs of adult and young T. zillii and O.   

niloticus collected from Lake Zwai during the year 2001 with their percentage frequency 

range of occurrence (% occurrence). Number in parenthesis indicates average value.     

                                                                                                             

 % Occurrence  (T. zillii)  % Occurrence (O. niloticus) 

Food category                          Adult               Young             Adult            Young 

A.  Macrophytes                            100            35-65(40)     11-100(84)          2-42(11)  

B. Phytoplankton 

      i.  Cyanophyta                  12-100(64)          78-92(86)                 100               100 
            Anabaena                     0-51(18)                16-47(32)          5-95(58)       45-50(48) 

            Anabaenopsis                --                       --            0-11(6)               -- 
            Chrococcus               0-9(7)               0-12(8)       10-71(46)       45-55(50) 

            Gloeocapsa                   0-2 (0.4)                      0-8 (4)            0-7 (1)              -- 

            Lyngbya                         2-52(33)           47-63(55)     48-100(89)       55-68(62) 

            Merismopedia                 0-27(11)           21-34(28)         0-80(33)        33-75(74) 

            Microcsysts                  12-100(59)          84-92(91)    97-100(100)                 100 

            Oscillatoria           0-40(33)               39-89(54)     33-100(89)        20-64(62) 

            Spirulina                0-5(1)                     0-8(3)           0-16(4)              0-5(1) 

ii. Bacillarophyta               2-82(54)        84-100(96)              100     95-100(98) 

         Achnanthes                   0-5(0.4)            0-61(25)         0-84(30)       32-45(38) 

         Amphora                        --             --           --             0-5(2) 

         Cyclotella                    8-28(11)            5-39(30)         5-43(22)             0-5(2) 

         Cymbella                     5-36(15)            5-71(59)       19-91(66)       73-75(74) 

         Denticula                       --                 0-9(5)           0-21(9)          5-23(14) 

         Frustulia          --                0-13(7)           0-33(11)    14-20(17) 

         Gomphonema                 0-4(0.2)                --            0-89(44)    36-45(40) 

         Navicula                       4-84(48)            63-97(84)       40-100(75)     60-91(76) 

         Nitzschia                       2-8(2)               8-32(18)           0-33(12)    18-60(24) 

         Opephora                       0-3(0.4)                --           0-89(16)           0-6(2) 

         Pinullaria                       --                --            0-89(33)    28-85(36) 
         Rhoicosphenia              2-9(4)                  0-8(4)             0-20(5)               -- 

         Rhopalodia                      8-41(10)            47-87(78)           0-80(29)        86-90(88) 
         Surirella                             --                  8-11(9)           0-16(10)    10-18(14) 

         Synedra                          6-18(13)                 --            0-98(61)      0-50(16) 

iii. Chlorophyta                     13-83(38)             58-61(59)      87-100(96)            100 
         Ankistrodesmus           2-6(2)                  --             0-53(18)         9-35(21) 

         Botryococcus                    2-8(2)                  --           0-41(14)          0-9(5) 
         Coelastrum                      2-12(6)                     0-8(5)              0-29(4)            0-14(7) 

         Closterium          2-24(8)             16-26(21)           0-67(23)        9-50(28) 
         Cosmarium           2-6(3)                   2-5(3)           0-58(20)    10-18(14) 

         Euastrum            0-8(2)                    0-3(1)             0-32(9)         0-14(7) 

         Pediastrum                2-19(4)                   0-3(2)           0-84(46)    27-30(28) 

        Scendesmus                     2-23(6)              24-39(32)         10-87(71)    60-82(71) 

        Selenastrum                       --                 --             0-16(2)                -- 

        Spirogyra                        4-26(16)              5-12(10)           5-95(41)       5-41(24) 

        Staurastrum                   2-71(16)              0-13(10)            0-84(36)      75-77(76) 

        Tetradron                        0-3(0.2)                --           --                -- 



 

 

352 

Mj. Int. J. Sci. Tech.  2008 02 (02), 345-359 
 

 

 

 

C.  Detritus                            2-37(10)            20-88(83)            0-38(9)      0-15(11) 

D. Chironomid larvae             2-48(10)            39-68(58)             0-14(3)           0-9(5) 

E. Zooplankton 

          Copepoda          0-3(1)                  0-4(3)             0-50(8)          0-5(2) 

          Cladocera           0-4(0.6)                    --              0-20(4)                       -- 

          Rotifera                0-2(0.9)                   --             0-43(13)         0-13(2) 

F. Others 
           Ceratium                        0-29(8)                0-12(4)             0-27(7)            0-8(3)           

           Euglena                    0-5(1)                0-2(0.3)                                0-47(14)    27-35(31) 

           Phacus                     0-2(0.2)                (0-0.2)           0-63(17)    23-25(24) 

           Nematoda               0-3(0.4)                 --             --           0-5(1) 

           Ephemeroptera             0-4(0.4)                 --            --                 -- 

           Molluscs          0-8(0.4)                 --            --                -- 

           Fish egg           0-5(0.6)                 --        0-10(0.8)                     -- 

           Fish scale            0-9(5)            10-16(13)          0-8(2)          4-5(5) 

         Unidentified species          0-6(0.8)                 --            --             -- 

 

       Adult and young O. niloticus.  Adult O. niloticus in Lake Zwai was found to utilise quite a 

wide range of food material particularly phytoplankton which were distributed among three major 

groups consisting of blue-green algae, diatoms and green algae (Table 1). The blue green algae 

consisted mainly of Microcsysts (100% ocurrence), Lyngbya (89%) and Oscillatoria (49%). 

Occurrence of the green algae was noted to be 41% for Spirogyra and 36%  for Staurastrum, while 

Navicula (75%), Cymbella (66%) and Synedra (61%) were among those of the diatoms that were 

frequent. Macrophytes, plant detritus, Ceratium, Phacus, and Euglena were also noted to be 

among the components of the diet. Foods of animal origin included chironomid larvae, crustacea 

(Copepoda and Cladocera), Rotifera, and fish scales. 

       The diet of young O. niloticus in the lake was very similar to the food items of the adults both 

in terms of food composition and diversity and included blue-green algae, diatoms, green algae, 

plant detritus, Ceratium, Euglena, and Phacus (Table 1). Foods of animal origin were encountered 

and consisted of chironomid larvae, Copepoda, Cladocera, Rotifera, Nematoda, and fish scales. 

The blue-green algae (100% Microcsysts, 62% Lyngbya and 50% Chrocoocus), the green algae 

(76% Staurastrum and  71% Scenedesmus), and the diatoms (88% Rhopalodia, 76% Navicula and 

74% Cymbella) were items with high frequency of occurrence.  These food items were 

numerically more important in the diet. 

 

Breeding season of T. zillii and O. niloticus 

Monthly variation of GSI of both sexes was evident for T. zillii (Figure 4) as well as for O. 

niloticus (Figure 6). The mean monthly GSI + SE of female T. zillii ranged from 0.32 + 0.02 (in 
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January) to 3.58 + 0.31 (in August), while that of the males ranged from 0.15 + 0.02 to 0.34 + 

0.04. T. zillii had its highest GSI values from February to September, while lower values were 

recorded between October and January. The percentage of mature females and males ranged from 

5-68% and 6-76% respectively, with high values between April and September (Figure 5). 

 

A                                                                              B 

 

 

 

 

 

 
Figure 4.  Gonadosomatic index (mean + SE) of T. zillii (A: female, B: male) in Lake Zwai during 2001 

 

                     

       

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

Figure 5.  Percentage of mature female and male T. zillii in Lake Zwai during the year 2001  

 

       In O. niloticus the mean monthly GSI + SE of females ranged from 0.30 + 0.03 (in October-

November) to 2.02 + 0.46 (in August), whereas that of males ranged from 0.09 + 0.01 (in 

September-December) to 0.50 + 0.10 (in  May and  August). High GSI values extended from 

February to August, whereas low GSI values were recorded between September and January 
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(Figure 6). The percentage of mature females and males ranged from 3-42% and 3-45% 

respectively, with higher values between February and August (Figure 7). 

        

A                                                           B 

              

 

 

 

 

 

 

 

 

 

Figure 6.  Gonadosomatic index (mean + SE) of O. niloticus (A: female, B: male) in Lake Zwai 
                 during 2001 

 

 

 

Figure 7.  Percentage of mature female and male O. niloticus in Lake Zwai during 2001 

 

        From the above observations it was evident that the reproduction of T. zillii and O. niloticus 

in Lake Zwai was continuous throughout the year and was most active between April-September 

and February-August respectively. 
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Discussion 

 

At the sampling sites in Lake Zwai, T. zillii regularly appeared in the catches during the 

sampling periods. The fish were also noted to be present in many places around the shallow 

marginal water of the lake, which indicated that this particular species has successfully established 

itself in the lake. O. niloticus, however, was always associated with T. zillii in the catches, 

including the ones with mature gonads from both species, which indicated a niche overlap. Young 

fish of the two species were also found together in collections employing beach seine net. Results 

from catch per unit effort records indicated that T. zillii was more abundant than O. niloticus 

(Figure 3). On the contrary, T. zillii was rarely encountered in the catches far from the lakeshore. 

Thus, the catch records from the sampling sites alone may not reflect the exact abundance of the 

species in the whole lake. 

 T. zillii was observed to be more dependent on shoreline habitat compared to O. niloticus, 

and differences in the distribution of the species in the lake might be due to their habitat 

preferences. This is in agreement with the findings conducted in Lake Victoria [13]. McConnell 

[14] also pointed out that substrate-spawners with macrophyte feeding habit (e.g. T. zillii) are more 

dependent on shoreline habitat than are the mouth brooders with their microphagous feeding and 

more pelagic habitat, (e.g. O. niloticus), especially in waters rich in plankton. Thus, T. zillii may be 

an important component of the Zwai ecosystem because of its abundance in shallow waters as 

required by spawning fish including O. niloticus. 

Stomach content analysis based on the occurrence method showed that both T. zillii and O. 

niloticus exploited diverse food sources of both plant and animal origins (Table 1). Similar 

findings have been reported for the two species in Lake Victoria [13] and Nile canal [15]. 

Nevertheless, foods of plant origin were the major components of the diet in both species and 

comprised macrophytes, plant detritus, and phytoplankton consisting of blue-green algae, green 

algae, diatoms, Ceratium, Phacus, and Euglena. On the other hand, chironomid larvae, 

Ephemeroptera, mollusks, Copepoda, Cladocera, Rotifera, and eggs and scales of unidentified fish 

were foods of animal origin. Of these, Ephemeroptera, mollusks and unidentified animal pieces of 

larger size were noted exclusively in the diet of adult T. zillii.  

       Though not quantified, the diet of T. zillii in Lake Zwai varied depending on the size of the 

fish as the adult chiefly fed on macrophytes and the young on phytoplankton. This may be due to 

difference in the degree of development of the feeding organs and the habitat occupied by the fish. 

Philipart and Ruwet [4] also reported the variation in the feeding regime of fish species depending 

on size, age and the microhabitat occupied by the fish in a given water body.  



 

 

356 

Mj. Int. J. Sci. Tech.  2008 02 (02), 345-359 
 

 

 

 

       In adults, higher plant tissues including large portions of roots, leaves and stems of aquatic 

vegetation and seeds occurred in all of the stomachs examined. Several authors [5,13,15] also 

reported that T. zillii feeds essentially on plant materials, which is consistent with the present 

observation, in which blue-green algae, diatoms, and green algae were found in 64%, 54%, and 

38% respectively of the stomachs examined. These items were also reported to be ingested by the 

fish from Lake Quarun [16], Lake Kinnert [17], and Nile canal [15]. The occurrence of planktonic 

material in the guts of fish with no filter feeding mechanism, as is the case in T. zillii, is a strange 

phenomenon. However, Welcomme [13] suggested that the source of planktonic material in the 

diet of T. zillii in Lake Victoria was a flocculent deposit offshore.  

       Adult T. zillii were also known to ingest benthic invertebrates [16], insect larvae and crustacea 

[15] in other water bodies, and the observation from Lake Zwai also supports this findings.       The 

occurrence larger animals like mollusk in the diet of adult T. zillii, but not O. niloticus, may be due 

to the relatively greater tendency of the former species to exploit animal foods, whereas their 

exclusion from the diet of young ones may be attributed to prey-predator size relationship. Abdel-

Malek [16] also associated to the change in composition of the diet as the fish grows with an 

increase in the minimum size of the organism eaten. Diet composition of young T. zillii in Lake 

Zwai was similar to what has been reported [8] for Lake Quarun for fish whose total length ranged 

from 4.5-9 cm.  

From analysis using the frequency of occurrence and personal observations on the 

abundance of the food items, it was clear that phytoplankton (blue greens, diatoms and greens) 

were the principal foods of both adult and young O. niloticus in the length range considered. 

Previous reports of some Ethiopian rift valley lakes including Zwai also showed that adult O. 

niloticus mainly feeds on phytoplankton [17-18]. On the other hand, juvenile O. niloticus was 

known to be an omnivore feeding on algae, zooplankton and insect larvae [19]. These reports 

further stated that young O. niloticus in the length range considered in the present study feeds 

primarily on phytoplankton. Thus, the food composition of young O. niloticus in the present 

observation (mainly phytoplankton) could have resulted from a possible ontogenetic diet shift. 

Analysis of the food habits of T. zillii and O. niloticus in Lake Zwai revealed extensive diet 

overlap (Table 1). However, the food items utilised by both species varied in their contribution to 

the diet. There was a clear tendency for adult T. zillii to feed mainly on macrophytes while 

phytoplankton was found to be the principal food of young T. zillii and O. niloticus (adult and 

young). This observation is contrary to the conclusion by Bowen [20] who stated that tilapias in 

general feed on any food particle small enough to pass through the esophagus. Consequently, the 
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diet overlap between adult T. zillii and the remaining groups (young T. zillii and O. niloticus in 

both length groups) might be moderated by their food preferences.  

On the other hand, differences in feeding site and habitat could be important for resource 

partitioning between adult O. niloticus and the young of both species. The preferred habitat of 

adult O. niloticus is the pelagic zone and that of the young is the lakeshore. Ribbink et al. [21] 

emphasised the importance of feeding site to resource partitioning rather than the foods they take 

in coexisting related species of cichlids in the African Great Lakes. Nevertheless, the young of 

both T. zillii and O. niloticus having a similarity in diet preference were found to share similar 

habitat as they were collected together from the same fishing ground. Thus, spatial relation and 

overlap in the major diet of the young of T. zillii and O. niloticus indicate possible competition for 

food resources.  

The seasonal variation in GSI and percentage of mature fish of both sexes of T. zillii 

(Figures 4-5) and O. niloticus (Figures 6-7) was quite apparent. The seasonal pattern of gonad 

development and variation in percentage of mature fish of both sexes were more or less similar for 

T. zillii and O. niloticus. Indeed, fish with well-developed gonads and mature eggs in both species 

were noted almost throughout the year. GSI values and percentages of mature fish indicated that 

breeding in both species was year-round with its peak during April-September for T. zillii and 

February-August for O. niloticus.  

The presence of breeding fish in Lake Zwai throughout the year may be attributed to the 

low seasonal fluctuation in temperature and photoperiod (Figure 2). It is a well-established fact 

that in the tropics seasonal fluctuation in temperature and photoperiod is generally very low and 

this might be favourable for fish species to spawn any time of the year. The annual peaks of 

reproductive activity in both species are coincident with the rainy season (Figure 2). With the 

advent of the rainy season the lake level rises and due to the flooding of landl nutrients are flushed 

into the lake. As a result, habitat and food resource for fish expand greatly and this may trigger 

reproduction. McConnell [14] also concluded that breeding among tilapias often occurs 

sporadically year-round but has a distinct peak just before or at the onset of the rainy season, 

which is in accordance with the present findings. Rainfall increases production [22] and water 

level, which in turn provides suitable spawning grounds for adults, and feeding and nursery 

grounds for the young [23].  
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Conclusions 

       The level of gonad maturation and mean gonadosomatic index (GSI) values indicated 

extended breeding season overlap in reproduction between T. zillii and O. niloticus. The 

reproduction of young fish that share similar habitat by the two species during similar seasons 

might have had some effect on the population of O. niloticus due to possible competition on 

nursery grounds. Such phenomenon, in which the young of T. zillii were introduced into Lake 

Victoria, has displaced the young of a native tilapia species from crucial nursery areas, causing a 

severe decline in the native species. The competitive interaction in feeding and on nursery grounds 

between young T. zillii and young O. niloticus may therefore have been one of the factors that 

contributes to the decline in the population of O. niloticus in Lake Zwai and should be further 

studied in detail.  
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Abstract:  Relative abundance, diet and breeding season overlap in the reproduction of exotic 
Tilapia  zillii and native Oreochromis niloticus in Lake Zwai were studied from samples collected 
over 12 months. Younger fish of both species collected were also evaluated for food composition. 
Food items from stomachs of both species were collected and analysed using the frequency of 
occurrence method. In terms of number, T. zillii dominated O. niloticus at the sampling sites. In 
both species, macrophytes, detritus, blue green algae, diatoms, green algae, Ceratium, Euglena, 
and Phacus constituted foods of plant origin, whereas chironomid larvae, Copepoda, Cladocera, 
Rotifera, Nematoda, fish eggs, and fish scales constituted foods of animal origin. Foods of the 
latter type such as Ephemeroptera and mollusks were also noted in the diet of adult T. zillii. 
Despite the extensive overlap in food habits of the two species, however, the food items were 
found in the diet of the species with different average percentage frequencies of occurrence. The 
level of gonad maturation and gonadosomatic index (GSI) values showed that in Lake Zwai 
breeding was year-round for both T. zillii and O. niloticus, with a peak during April-September 
and February-August respectively, indicating extended breeding season overlap in reproduction. 
The two species were always found together in the catches from the sampling sites, which 
indicated some niche overlap between them. 

Keywords:  breeding season, Oreochromis niloticus, Tilapia zillii, Lake Zwai, Ethiopia 
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Introduction 
 

Though fishes are the most diverse among the major vertebrate groups [1], they are faced 

with considerable threats which are generally associated with a combination of factors 

summarised in the acronym HIPO (habitat destruction, introduced species, pollution, and over- 

exploitation) [2]. As elsewhere, a number of attempts have been made to introduce exotic 

freshwater fish species into Ethiopia. Tilapia zillii is one of such species and has been 

particularly released into several water bodies including Lake Zwai [3]. T. zillii and Oleochromis 

niloticus are widely distributed and have a very wide common range. However, in East Africa 

while O. niloticus is widely distributed and supports important commercial fisheries, T. zillii is 

indigenous only to Lake Albert and Lake Rudolf.  

T. zillii is essentially a macrophyte-feeder. The adult feeds preferentially on aquatic 

macrophytes and vegetable matter of terrestrial origin [4], whereas O. niloticus is among the 

many phytoplanktivorous species. and is also known to include animals in its diet consisting of 

zooplankton and benthic organisms like insect larvae, crustaceans, and mollusks [5]. T. zillii is a 

monogamous biparental guarder as opposed to O. niloticus which is a polygamous maternal 

mouth brooding species. It is both economically and ecologically important in the country as a 

whole, but its population in Lake Zwai is currently declining. 

It is clear that the knowledge on the complex interaction between the fish species and the 

impact of introduced species on native ones is imperative for management of the ecosystem and 

the fisheries. Yet limited information is known about how these different species are performing in 

all of the water bodies in general and in Lake Zwai in particular. Accordingly, the present study 

was conducted to determine the status of T. zillii and assess its relations in feeding and breeding 

with the native O. niloticus species in Lake Zwai.  
 

 
Materials and Methods 
 

Study area: Lake Zwai 

          Lake Zwai (Figure 1) is located in the most northerly part of the upper rift lakes in the 

country of Ethiopia. The lake is situated at 70 52’ to 80 8’N latitude and 380 40’ to 380 56’E 

longitude and lies at an altitude of 1636 m, with a surface area of 434 km2 and mean depth of 2.5 

m [6]. The lake is fed by a number of rivers, the major two being Meki and Katar, and outflows 

south from its southwest corner via the Bulbula River. The lake lies in a region with an almost 

constant semi-arid climate characterised by the rainy season period (mid-June to mid- September), 
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the dry season period (October to February), and a "small" rainy season with occasional 

precipitation in March. Significant rainfall was also noted in May during the study period (Figure 

2).   

       The sampling sites, Edo Kontella (Site 1) and Kontella (Site 2), were located in the littoral 

zone at the southwestern end of the lake and characterised by extensive macrophyte vegetation and 

sandy substratum. The littoral zone of the lake is fringed by emergent and submergent vegetation. 

The most common emergent plants are Scripus spp., Cyperus spp., Typha angustifolia, 

Paspalidium geminatum, and Phragmites sp., whereas the floating and submerged vegetation is 

represented by Nymphea coerulea and Potamogeton spp.  

 

 
Figure 1.  Map of Lake Zwai showing the sampling sites     Figure 2.  Meteorological data of Lake Zwai during 2001 

                                                                                                  

The phytoplankton community is dominated by blue-green algae, of which Lyngbia 

limnetica, Microsystis aeruginosa and Synechococcus elongatus are the major species in terms of 

biomass. The diatoms, Melosira granulata, Navicula spp. and Surirella spp., and the green algae, 

Straurastrum leptocladum and Pediastrum boryannum are also important. The zooplankton 

community of the lake is composed of cyclopoids (Mesocyclops spp., Microcyclops spp., and 

Afrocyclops spp.), cladocerans (Diaphanosoma excisum and Alona davidii), and rotifers (Keratella 

sp., Brachionus spp., Filinia spp., Hexarthra spp., Lecane spp., and Trichocerca spp). The bottom 

fauna comprises gastropod and chironomid larvae. The fish community is composed of both native 

and introduced species. The native species comprise O. niloticus and some Barbus species, 

whereas the introduced ones are T. zillii, Clarias gariepinus and Carassius auratus. The potential 

yield of all species combined is estimated to be in the range of 1,000 to 6,000 tons per year [7].  
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Collection of samples 

Adult fish samples of T. zillii and O. niloticus were collected from the two sampling sites 

over a twelve-month period during the year 2001 using gill nets (60 x 100 mm stretched mesh). 

Younger fish of both species were collected in October, November, and December 2001, in 

shallow waters less than 1m in depth using a 5-mm stretched mesh beach seine. Fish caught were 

sorted according to species and counted. The fish samples were then taken to the Zwai Fisheries 

Resources Development Research Center laboratory soon after capture for stomach content 

analysis. The stomach of each fish was removed and preserved in a plastic bag containing 5% 

formalin. Sex determination of each adult specimen was done through examination of the gonad, 

and the maturity level of the gonad was determined through visual examination following maturity 

keys for T. zillii [8] and O. niloticus [9]. Accordingly, five-point and six-point maturity scales were 

used for T. zilii and O. niloticus respectively. Each gonad was weighed to the nearest 0.1 g, and 

stomach samples were then transported to Addis Ababa University for further laboratory studies. 

 
Relative abundance  

The relative abundance of T. zillii and O. niloticus was estimated from catch per unit effort 

(CPUE) records. Catch per unit effort was recorded as the number of fish in each species caught 

per trap per set during the sampling occasions.  

 
Food habits  

A study on the natural food of T. zillii was made based on stomach contents of 703 adults 

(394 M and 309 F, 12.5-32 cm total length), and 150 young fish (5.5-12 cm total length). 

Similarly, assessment on the food of O. niloticus was made from stomach contents of 591 adults 

(291 M and 300 F, 13.5-40 cm total length), and 120 young fish (6-13 cm total length). The basis 

for categorising T. zillii into two-length groups in diet study was the change in the major 

component of the diet, whereas in O. niloticus it was the association of the fish with T. zillii 

belonging to either of the length groups in the catches. The stomach contents preserved in 5% 

formalin were examined either macroscopically or microscopically at several levels of 

magnification. The food items, excluding macrophytes and detritus, were then identified to the 

lowest taxonomic level possible using descriptions, illustrations, and keys from various sources 

[10-12]. The results were then analysed using the frequency of occurrence method in which the 

number of stomach samples containing one or more of a given food item was expressed as a 

percentage of non-empty stomachs examined. 
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Breeding season  

       Breeding seasons of T. zillii and O. niloticus were determined based on the frequency of the  

various gonad stages identified and the gonadosomatic index (GSI) values. GSI was calculated as 

gonad weight as percentage of total body weight (including the gonad): 

                                GSI = Gonad wt X 100 
                                            Body wt 
 
The percentage frequency of breeding fish and GSI were then plotted monthly, and the time of the 

year when the frequency and GSI were high was considered as the peak-breeding season for the 

fish. 

 

Results 

Relative abundance 

       Throughout the sampling periods, T. zillii was always more abundant than O. niloticus in the 

catches from both sampling sites in Lake Zwai (Figure 3). The former species constituted 74% 

and 82.8% of the total collections of 709 and 1038 fish made from Edo Kontella and Kontella 

respectively.  
 
Food habits 

       Adult and young T. zilli.  Of the total 703 adult fish examined for food composition, 605 or 

86% had food in their stomachs which contained diverse items of both plant and animal origins 

(Table 1). Foods of plant origin were made of macrophytes (unidentified) and phytoplankton 

belonging to blue-green algae, diatoms, and green algae. Foods of animal origin comprised  

chironomid larvae, copepoda (Mesocyclopes sp.), cladocera (Alona sp. and Diaphanosoma sp), 

Rotifera (Brachionus sp., Keratella sp. and Lecane sp.), Ephemeroptera, mollusks, and eggs and 

scales of unidentified fish. Other components of the diet were plant detritus and unidentified 

broken parts of animal body. However, these food items occurred in the diet of the fish with 

different average percentage frequency (Table 1).  

     Of all elements of the diet of adult T. zillii, macrophytes were the most frequent and occurred 

in all of the stomachs examined. As a group, blue green algae, diatoms, green algae, and plant 

detritus were found in 64%, 54%, 38%, and 10% of the stomachs respectively. Among blue green 

algae, Microcsysts spp. and Lyngbya spp. were found to be frequent (59% and 33% of the 

stomachs respectively), whereas Navicula (48%) and Cymbella (15%) were the diatoms noted 
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with high frequency of occurrence. Spirogyra and Staurastrum were the most frequently 

occurring green algae, each with 16% occurrence of the stomachs examined. Among foods of 

              Figure 3.  Relative abundance of the two species at the two sites 

 

animal origin, chironomid larvae were most frequently found (at 10% occurrence), followed by 

fish scales (at 5% occurrence). The other remaining components were noted to be less frequent in 

occurrence. 

       All young T. zillii examined for diet composition had food in their stomachs. Analysis based 

on these food contents showed that the foods of this group of fish in the lake were diverse, 

consisting of both plants and animals (Table 1). Foods of plant origin were composed of diatoms, 

blue-green algae, green algae, plant detritus, macrophytes, Ceratium, Phacus, and Euglena, 

whereas chironomid larvae, copepoda, rotifera, and fish scales formed the foods of animal origin. 

These food items had different frequencies of occurrence in the diet of the young fish (Table 1). As 

a group, diatoms, blue-green algae and green algae occurred in 96%, 86%, and 59% respectively 

of the total stomachs. For diatoms, Navicula (84%), Rhopalodia (78%) and Cymbella (59%), and 

for blue-green algae, Microcsysts (91%), Lyngbya (55%) and Oscilatoria (54%) were the most 

frequent food items. Among green algae, Scenedesmus (32%) and Closterium (21%) were 
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relatively frequent. Plant detritus were found at 83% and macrophytes at 40% of the stomachs. Of 

animal-originated food components, chironomid larvae occurred at 58% of the stomachs examined 

and the rest were less frequent.  

Table 1.  List of food items identified in the stomachs of adult and young T. zillii and O.   
niloticus collected from Lake Zwai during the year 2001 with their percentage frequency 
range of occurrence (% occurrence). Number in parenthesis indicates average value.     
                                                                                                             

 % Occurrence  (T. zillii)  % Occurrence (O. niloticus)

Food category                          Adult               Young             Adult            Young

A.  Macrophytes                            100          35-65(40)     11-100(84)          2-42(11) 

B. Phytoplankton 
      i.  Cyanophyta                  12-100(64)          78-92(86)                 100               100
            Anabaena                     0-51(18)          16-47(32)         5-95(58)       45-50(48)
            Anabaenopsis                --                       --            0-11(6)               -- 
            Chrococcus               0-9(7)              0-12(8)       10-71(46)       45-55(50)
            Gloeocapsa                   0-2 (0.4)               0-8 (4)            0-7 (1)              -- 
            Lyngbya                         2-52(33)          47-63(55)     48-100(89)       55-68(62)
            Merismopedia                 0-27(11)          21-34(28)         0-80(33)        33-75(74)
            Microcsysts                  12-100(59)          84-92(91)    97-100(100)                 100
            Oscillatoria           0-40(33)          39-89(54)     33-100(89)        20-64(62)
            Spirulina                0-5(1)                0-8(3)           0-16(4)              0-5(1)

ii. Bacillarophyta               2-82(54)        84-100(96)              100     95-100(98)
         Achnanthes                   0-5(0.4)            0-61(25)         0-84(30)       32-45(38)
         Amphora                        --             --           --             0-5(2)
         Cyclotella                    8-28(11)            5-39(30)         5-43(22)             0-5(2)
         Cymbella                     5-36(15)            5-71(59)       19-91(66)       73-75(74)
         Denticula                       --                 0-9(5)           0-21(9)          5-23(14)
         Frustulia          --                0-13(7)           0-33(11)    14-20(17)
         Gomphonema                 0-4(0.2)                --            0-89(44)    36-45(40)
         Navicula                       4-84(48)            63-97(84)       40-100(75)     60-91(76)
         Nitzschia                       2-8(2)              8-32(18)           0-33(12)    18-60(24)
         Opephora                       0-3(0.4)                --           0-89(16)           0-6(2)
         Pinullaria                       --                --            0-89(33)    28-85(36)
         Rhoicosphenia              2-9(4)                  0-8(4)             0-20(5)               -- 
         Rhopalodia                      8-41(10)            47-87(78)           0-80(29)     86-90(88)
         Surirella                             --                  8-11(9)           0-16(10)    10-18(14)
         Synedra                          6-18(13)                 --            0-98(61)      0-50(16)

iii. Chlorophyta                     13-83(38)            58-61(59)      87-100(96)            100
         Ankistrodesmus           2-6(2)                 --             0-53(18)       9-35(21)
         Botryococcus                    2-8(2)                  --           0-41(14)          0-9(5)
         Coelastrum                      2-12(6)                   0-8(5)             0-29(4)         0-14(7)
         Closterium          2-24(8)            16-26(21)           0-67(23)       9-50(28)
         Cosmarium           2-6(3)                  2-5(3)           0-58(20)    10-18(14)
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         Euastrum            0-8(2)                    0-3(1)             0-32(9)         0-14(7)
         Pediastrum                2-19(4)                  0-3(2)           0-84(46)    27-30(28)
        Scendesmus                     2-23(6)             24-39(32)         10-87(71)    60-82(71)
        Selenastrum                       --                 --             0-16(2)                -- 
        Spirogyra                        4-26(16)              5-12(10)           5-95(41)       5-41(24)
        Staurastrum                   2-71(16)              0-13(10)           0-84(36)     75-77(76)
        Tetradron                        0-3(0.2)                --           --                -- 

C.  Detritus                            2-37(10)            20-88(83)            0-38(9)      0-15(11)

D. Chironomid larvae             2-48(10)            39-68(58)             0-14(3)           0-9(5)

E. Zooplankton 
          Copepoda          0-3(1)                  0-4(3)             0-50(8)          0-5(2)
          Cladocera           0-4(0.6)                   --              0-20(4)                 -- 
          Rotifera                0-2(0.9)                   --             0-43(13)         0-13(2)

F. Others 
           Ceratium                        0-29(8)                0-12(4)             0-27(7)            0-8(3) 
           Euglena                    0-5(1)               0-2(0.3)           0-47(14)    27-35(31)
           Phacus                     0-2(0.2)                (0-0.2)           0-63(17)    23-25(24)
           Nematoda               0-3(0.4)                 --             --           0-5(1)
           Ephemeroptera             0-4(0.4)                 --            --                 -- 
           Molluscs          0-8(0.4)                 --            --                -- 
           Fish egg           0-5(0.6)                 --        0-10(0.8)                    -- 
           Fish scale            0-9(5)            10-16(13)          0-8(2)          4-5(5)

         Unidentified species          0-6(0.8)                 --            --             -- 

 

       Adult and young O. niloticus.  Adult O. niloticus in Lake Zwai was found to utilise quite a 

wide range of food material particularly phytoplankton which were distributed among three major 

groups consisting of blue-green algae, diatoms and green algae (Table 1). The blue green algae 

consisted mainly of Microcsysts (100% ocurrence), Lyngbya (89%) and Oscillatoria (49%). 

Occurrence of the green algae was noted to be 41% for Spirogyra and 36%  for Staurastrum, while 

Navicula (75%), Cymbella (66%) and Synedra (61%) were among those of the diatoms that were 

frequent. Macrophytes, plant detritus, Ceratium, Phacus, and Euglena were also noted to be 

among the components of the diet. Foods of animal origin included chironomid larvae, crustacea 

(Copepoda and Cladocera), Rotifera, and fish scales. 

       The diet of young O. niloticus in the lake was very similar to the food items of the adults both 

in terms of food composition and diversity and included blue-green algae, diatoms, green algae, 

plant detritus, Ceratium, Euglena, and Phacus (Table 1). Foods of animal origin were encountered 

and consisted of chironomid larvae, Copepoda, Cladocera, Rotifera, Nematoda, and fish scales. 

The blue-green algae (100% Microcsysts, 62% Lyngbya and 50% Chrocoocus), the green algae 
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(76% Staurastrum and  71% Scenedesmus), and the diatoms (88% Rhopalodia, 76% Navicula and 

74% Cymbella) were items with high frequency of occurrence.  These food items were 

numerically more important in the diet. 

 
Breeding season of T. zillii and O. niloticus 

Monthly variation of GSI of both sexes was evident for T. zillii (Figure 4) as well as for O. 

niloticus (Figure 6). The mean monthly GSI + SE of female T. zillii ranged from 0.32 + 0.02 (in 

January) to 3.58 + 0.31 (in August), while that of the males ranged from 0.15 + 0.02 to 0.34 + 

0.04. T. zillii had its highest GSI values from February to September, while lower values were 

recorded between October and January. The percentage of mature females and males ranged from 

5-68% and 6-76% respectively, with high values between April and September (Figure 5). 

 

A                                                                              B 

 

 

 

 

 
 
Figure 4.  Gonadosomatic index (mean + SE) of T. zillii (A: female, B: male) in Lake Zwai during 2001 
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Figure 5.  Percentage of mature female and male T. zillii in Lake Zwai during the year 2001  

 

       In O. niloticus the mean monthly GSI + SE of females ranged from 0.30 + 0.03 (in October-

November) to 2.02 + 0.46 (in August), whereas that of males ranged from 0.09 + 0.01 (in 

September-December) to 0.50 + 0.10 (in  May and  August). High GSI values extended from 

February to August, whereas low GSI values were recorded between September and January 

(Figure 6). The percentage of mature females and males ranged from 3-42% and 3-45% 

respectively, with higher values between February and August (Figure 7). 
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Figure 6.  Gonadosomatic index (mean + SE) of O. niloticus (A: female, B: male) in Lake Zwai 
                 during 2001 
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Figure 7.  Percentage of mature female and male O. niloticus in Lake Zwai during 2001 

 

        From the above observations it was evident that the reproduction of T. zillii and O. niloticus 

in Lake Zwai was continuous throughout the year and was most active between April-September 

and February-August respectively. 

 

 

 

Discussion 

 
At the sampling sites in Lake Zwai, T. zillii regularly appeared in the catches during the 

sampling periods. The fish were also noted to be present in many places around the shallow 

marginal water of the lake, which indicated that this particular species has successfully established 

itself in the lake. O. niloticus, however, was always associated with T. zillii in the catches, 

including the ones with mature gonads from both species, which indicated a niche overlap. Young 

fish of the two species were also found together in collections employing beach seine net. Results 

from catch per unit effort records indicated that T. zillii was more abundant than O. niloticus 

(Figure 3). On the contrary, T. zillii was rarely encountered in the catches far from the lakeshore. 

Thus, the catch records from the sampling sites alone may not reflect the exact abundance of the 

species in the whole lake. 

 T. zillii was observed to be more dependent on shoreline habitat compared to O. niloticus, 

and differences in the distribution of the species in the lake might be due to their habitat 
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preferences. This is in agreement with the findings conducted in Lake Victoria [13]. McConnell 

[14] also pointed out that substrate-spawners with macrophyte feeding habit (e.g. T. zillii) are more 

dependent on shoreline habitat than are the mouth brooders with their microphagous feeding and 

more pelagic habitat, (e.g. O. niloticus), especially in waters rich in plankton. Thus, T. zillii may be 

an important component of the Zwai ecosystem because of its abundance in shallow waters as 

required by spawning fish including O. niloticus. 

Stomach content analysis based on the occurrence method showed that both T. zillii and O. 

niloticus exploited diverse food sources of both plant and animal origins (Table 1). Similar 

findings have been reported for the two species in Lake Victoria [13] and Nile canal [15]. 

Nevertheless, foods of plant origin were the major components of the diet in both species and 

comprised macrophytes, plant detritus, and phytoplankton consisting of blue-green algae, green 

algae, diatoms, Ceratium, Phacus, and Euglena. On the other hand, chironomid larvae, 

Ephemeroptera, mollusks, Copepoda, Cladocera, Rotifera, and eggs and scales of unidentified fish 

were foods of animal origin. Of these, Ephemeroptera, mollusks and unidentified animal pieces of 

larger size were noted exclusively in the diet of adult T. zillii.  

       Though not quantified, the diet of T. zillii in Lake Zwai varied depending on the size of the 

fish as the adult chiefly fed on macrophytes and the young on phytoplankton. This may be due to 

difference in the degree of development of the feeding organs and the habitat occupied by the fish. 

Philipart and Ruwet [4] also reported the variation in the feeding regime of fish species depending 

on size, age and the microhabitat occupied by the fish in a given water body.  

       In adults, higher plant tissues including large portions of roots, leaves and stems of aquatic 

vegetation and seeds occurred in all of the stomachs examined. Several authors [5,13,15] also 

reported that T. zillii feeds essentially on plant materials, which is consistent with the present 

observation, in which blue-green algae, diatoms, and green algae were found in 64%, 54%, and 

38% respectively of the stomachs examined. These items were also reported to be ingested by the 

fish from Lake Quarun [16], Lake Kinnert [17], and Nile canal [15]. The occurrence of planktonic 

material in the guts of fish with no filter feeding mechanism, as is the case in T. zillii, is a strange 

phenomenon. However, Welcomme [13] suggested that the source of planktonic material in the 

diet of T. zillii in Lake Victoria was a flocculent deposit offshore.  

       Adult T. zillii were also known to ingest benthic invertebrates [16], insect larvae and crustacea 

[15] in other water bodies, and the observation from Lake Zwai also supports this findings.       The 

occurrence larger animals like mollusk in the diet of adult T. zillii, but not O. niloticus, may be due 

to the relatively greater tendency of the former species to exploit animal foods, whereas their 
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exclusion from the diet of young ones may be attributed to prey-predator size relationship. Abdel-

Malek [16] also associated to the change in composition of the diet as the fish grows with an 

increase in the minimum size of the organism eaten. Diet composition of young T. zillii in Lake 

Zwai was similar to what has been reported [8] for Lake Quarun for fish whose total length ranged 

from 4.5-9 cm.  

From analysis using the frequency of occurrence and personal observations on the 

abundance of the food items, it was clear that phytoplankton (blue greens, diatoms and greens) 

were the principal foods of both adult and young O. niloticus in the length range considered. 

Previous reports of some Ethiopian rift valley lakes including Zwai also showed that adult O. 

niloticus mainly feeds on phytoplankton [17-18]. On the other hand, juvenile O. niloticus was 

known to be an omnivore feeding on algae, zooplankton and insect larvae [19]. These reports 

further stated that young O. niloticus in the length range considered in the present study feeds 

primarily on phytoplankton. Thus, the food composition of young O. niloticus in the present 

observation (mainly phytoplankton) could have resulted from a possible ontogenetic diet shift. 

Analysis of the food habits of T. zillii and O. niloticus in Lake Zwai revealed extensive diet 

overlap (Table 1). However, the food items utilised by both species varied in their contribution to 

the diet. There was a clear tendency for adult T. zillii to feed mainly on macrophytes while 

phytoplankton was found to be the principal food of young T. zillii and O. niloticus (adult and 

young). This observation is contrary to the conclusion by Bowen [20] who stated that tilapias in 

general feed on any food particle small enough to pass through the esophagus. Consequently, the 

diet overlap between adult T. zillii and the remaining groups (young T. zillii and O. niloticus in 

both length groups) might be moderated by their food preferences.  

On the other hand, differences in feeding site and habitat could be important for resource 

partitioning between adult O. niloticus and the young of both species. The preferred habitat of 

adult O. niloticus is the pelagic zone and that of the young is the lakeshore. Ribbink et al. [21] 

emphasised the importance of feeding site to resource partitioning rather than the foods they take 

in coexisting related species of cichlids in the African Great Lakes. Nevertheless, the young of 

both T. zillii and O. niloticus having a similarity in diet preference were found to share similar 

habitat as they were collected together from the same fishing ground. Thus, spatial relation and 

overlap in the major diet of the young of T. zillii and O. niloticus indicate possible competition for 

food resources.  

The seasonal variation in GSI and percentage of mature fish of both sexes of T. zillii 

(Figures 4-5) and O. niloticus (Figures 6-7) was quite apparent. The seasonal pattern of gonad 



 

 
Mj. Int. J. Sci. Tech.  2008 02 (02), 345-360 

 
 

358 
 

 

 

 

development and variation in percentage of mature fish of both sexes were more or less similar for 

T. zillii and O. niloticus. Indeed, fish with well-developed gonads and mature eggs in both species 

were noted almost throughout the year. GSI values and percentages of mature fish indicated that 

breeding in both species was year-round with its peak during April-September for T. zillii and 

February-August for O. niloticus.  

The presence of breeding fish in Lake Zwai throughout the year may be attributed to the 

low seasonal fluctuation in temperature and photoperiod (Figure 2). It is a well-established fact 

that in the tropics seasonal fluctuation in temperature and photoperiod is generally very low and 

this might be favourable for fish species to spawn any time of the year. The annual peaks of 

reproductive activity in both species are coincident with the rainy season (Figure 2). With the 

advent of the rainy season the lake level rises and due to the flooding of landl nutrients are flushed 

into the lake. As a result, habitat and food resource for fish expand greatly and this may trigger 

reproduction. McConnell [14] also concluded that breeding among tilapias often occurs 

sporadically year-round but has a distinct peak just before or at the onset of the rainy season, 

which is in accordance with the present findings. Rainfall increases production [22] and water 

level, which in turn provides suitable spawning grounds for adults, and feeding and nursery 

grounds for the young [23].  

 

 

 

Conclusions 

       The level of gonad maturation and mean gonadosomatic index (GSI) values indicated 

extended breeding season overlap in reproduction between T. zillii and O. niloticus. The 

reproduction of young fish that share similar habitat by the two species during similar seasons 

might have had some effect on the population of O. niloticus due to possible competition on 

nursery grounds. Such phenomenon, in which the young of T. zillii were introduced into Lake 

Victoria, has displaced the young of a native tilapia species from crucial nursery areas, causing a 

severe decline in the native species. The competitive interaction in feeding and on nursery grounds 

between young T. zillii and young O. niloticus may therefore have been one of the factors that 

contributes to the decline in the population of O. niloticus in Lake Zwai and should be further 

studied in detail.  
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Wenchi Crater Lake in Ethiopia was carried out. Selected heavy metals in water, 
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results indicated that most general physico-chemical properties of the lake water fell 

within those recommended for drinking water. However, the lake water was found to 

be high in some heavy metals, which also accumulated in the sediment. 

Bioconcentration of these metals was also observed in the plant samples.  

 

Key words: Wenchi Crater Lake, water quality, heavy metals, sediment, Typha 

latifolia 

 

 

 



Mj. Int. J. Sci. Tech.  2008 , 02 (02), 360 - 372 
 

361 
 

 

Introduction 
 
Wenchi Crater Lake is one of the important lakes in Ethiopia. The lake is located in 

Western Shoa region, which extends between latitude 150 N -30 S and longitudes 480 E-330 

W. It is situated at the major topographic feature in the country, being 130 km south-west 

of the capital city, Addis Ababa. It is surrounded by Kelela region in the north, Dera region 

in the east, Goro Wenchi region in the south and Haro Gebeya region in the west. This lake, 

1,600 square metres in total area, is ecocologically, recreationally, and aesthetically 

important as well as a popular place for tourists. The topographical location of the lake is 

presented in  Figures 1 and 2. 

 
Figure 1.   Location of Wenchi Crater lake in Ethiopia 
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Figure 2.  Topography of  Wenchi Crater Lake 
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The health of a lake is governed by the quantity of nutrients it receives from various 

streams. Nutrient recycling and proper productivity are necessary for sustenance and 

balance of the system. Due to nutrient enrichment, the system may lose its balance and may 

turn eutrophic. Thus, water quality studies are necessary to ascertain the suitability of water 

for various beneficial uses and to assess the trophic level of the lake.  

In aquatic systems, the natural concentrations of metal ions are principally 

dependent on the ambient distribution, weathering and leaching of the elements from the 

soil in the catchment area, while heavy metals are carried to the lakes through atmospheric 

deposition and other man made activities. The characteristics of the water, such as acidity 

and the amount of organic matter, are known to be important factors in determining the fate 

of heavy metals in lakes [1-3]. 

The sediment of the aquatic environment acts as a major reservoir of metals [4] and 

also as a source of contaminants. Enrichment of heavy metals due to industrialisation and 

urbanisation was recorded in the sediment of coastal areas all over the world [5-9]. The 

monitoring of the heavy metal resulting from anthropogenic activities are particularly 

important for the assessment of environmental quality and protection. Heavy metal 

distribution in lagoonal and intertidal sediment has frequently been used to investigate 

chronological inputs [10-12].  

Increased loading of heavy metals into lakes may have several ecological 

consequences. Elevated trace metal concentrations may lead, for example, to toxic effects 

or biomagnification in the aquatic environment. Accumulation of heavy metals in the food 

web can occur either by bioconcentration from the surrounding medium such as water or 

sediment, or by bioaccumulation from the food source. 

  In the following study, no attempts were made to investigate the environmental 

health of Wenchi Crater Lake. The main objective of this study, the first performed for this 

lake, is to monitor the water quality of the lake with reference to standard water quality 

parameters and heavy metals in its water and sediment, and in Typha latifolia, a major 

aquatic plant present in the lake. 
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Materials and Methods 

The water, sediment and Typha latifolia samples were collected bimonthly between 

January-December 2007 from eight sampling points (Figure 2) in the lake in cleaned 

polythene containers. The water quality parameters, viz. pH, electrical conductivity (EC), 

total dissolved solids (TDS), total hardness (TH), total alkalinity (ALK), common metal 

ions (Ca2+, Mg2+, Na+, and K+), anions chloride (Cl- and SO4
2-), and dissolved oxygen (DO) 

were analysed employing standard experimental protocols outlined in the literature [13-14].  

In case of heavy metals, Cd, Cu, Ni, Cr, Pb, Mn, and Zn were selected and analysed as per 

the standard experimental protocols outlined in the literature [13] using a Shimadzu AA 

6200 atomic absorption spectrophotometer. All the chemicals and reagents used in the 

experiments were of analytical grade. All the results were statically significant at p < 0.05. 

 

 

Results and Discussion 

 The results of the physico-chemical analysis of the water samples collected from all 

the sampling points were presented in Table 1. 

 
pH and dissolved oxygen (DO) 

The pH of  Wenchi Crater Lake water (7.4-7.6) fell within the desirable range (6.5-

8.5) for drinking water as per the WHO guideline [16]. This result indicated that there were 

no human influences in the lake area and the responsible factor for the slightly alkaline 

value of the pH was only through the chemical composition of the bed rock sediment. 

  Dissolved oxygen is very essential for all living organisms in any water bodies. The 

recorded level of dissolved oxygen in the water of Wenchi Crater Lake ranged between 7.4- 

to 7.6 mg/L (WHO range: 4.5-7.5 mg/L). A similar result was also reported for Lake 

Naivasha, Kenya [15].  In the lake, the population of phytoplankton was relatively more 

than that of the zooplankton. The overgrowth of the plankton species and other aquatic 

plants might cause eutrophication in the lake in due course of time.  
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Table 1.  Physico-chemical characteristics of the lake water 

 Sample collection point in the Crater Lake 
Water 
quality 

parameter 

 
S1 

 
S2 

 
S3 

 
S4 

 
S5 

 
S6 

 
S7 

 
S8 

 

WHO 
guideline 

value 
for drinking 
water [16] Mean value 

pH 7.5 7.6 7.6 7.4 7.5 7.5 7.6 7.6 6.5 – 8.5 
EC (μmhos/cm) 1180 1182 1179 1180 1183 1182 1181 1183 1500 
TDS (mg/L) 767 768.30 766.35 767 768.95 768.30 767.65 768.95 1000 
TH (mg/L) 282 283 280 282 285 284 282 284 400 
Ca (mg/L) 135 137 135 136 134 135 136 135 200 
Mg (mg/L) 105 102 105 104 106 105 103 105 100 
Na (mg/L) 48 52 50 49 48 50 48 47 200 
K (mg/L) 26 28 27 28 26 28 29 27 20 
Cl- (mg/L) 458 460 458 462 460 457 459 460 400 
SO42 (mg/L) 390 394 392 390 392 394 392 390 400 
DO (mg/L) 7.4 7.6 7.5 7.5 7.6 7.5 7.6 7.5 4.5 – 7.5 
 
Note: The analytical results were statistically significant at p < 0.05. 

 

Electrical conductivity (EC) and total dissolved solids (TDS) 

The conductivity of the water samples registered 1179-1183 μmhos/cm. This is well 

below the WHO guideline value prescribed for drinking purpose (1500 μmhos/cm). The 

TDS present in the water affects its aesthetic value as well as its physico-chemical and 

biological properties. The TDS values found (766.35-768.95 mg/L) were also below the 

drinking water standard (1,000 mg/L).  

 

Total hardness (TH), calcium and magnesium 

The lake water samples recorded a low level of total hardness (280-285 mg/L). The 

total hardness has no known adverse effects on human health, and the recorded values were 

well below the guideline value for drinking purpose (400 mg/L). 

Primarily, the calcium and magnesium present are responsible for the hardness of 

the water. The desirable limit for calcium in water is (75 mg/L) and the maximum 

permissible limit is (200 mg/L), and for magnesium these values are 30 and 100 mg/L 
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respectively. In the present investigation, we have observed that the values for calcium 

were 134-137 mg/L and those for magnesium, 102-106 mg/L. 

 

Sodium and potassium 

Sodium and potassium are the monovalent cations commonly present in water. 

These ions do not produce hardness to water. However, significantly high amounts of these 

ions in water create problem in its taste as well as make the water unsuitable for irrigation 

purpose. In the present study, the concentration of sodium (47-52 mg/L) was well below the 

listed value in Table 1, while that of potassium (26-29 mg/L) exceeded the allowed value 

(20 mg/L). This might be due to the presence of potash minerals in the area. A further 

geological investigation of the studied area is necessary.  

 

Chloride and sulphate 

The presence of chloride and sulphate in water in excess amounts is not desirable. 

Its origin is mainly from mineral weathering of bed rocks as well as from anthropogenic 

source. In the present investigation, the concentrations of chloride and sulphate ranged 457-

462 mg/L and 390-394 mg/L respectively. The desirable limit of chloride is 250mg/L and 

the maximum permissible limit is 400 mg/L and for sulphate, it is 200 and 400 mg/L 

respectively. The concentration of chloride was thus somewhat higher than the permissible 

limit for drinking purpose.  

 
Heavy metals in water 

The concentrations of Cd, Cu, Ni, Cr, Pb, Mn, and Zn were determined in water 

samples from eight sampling points in the lake. The analytical results are presented in  

Figure 3. The drinking water standards (WHO guidelines) for the trace inorganic 

contaminants such as Cd, Cu, Ni, Cr, Pb, Mn and Zn are 0.003, 2.0, 0.02, 0.05, 0.01, 0.5 

and 5.0 mg/L respectively [16]. The results indicate that only the levels of Cu, Mn and Zn 

in the lake water were well within the allowable concentrations. The concentrations of all 

other metals were significantly increased in the lake water.   
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Figure 3.  Levels of heavy metals in the lake water  

 

Heavy metals in sediment 

Sediment samples were collected in the same eight locations in the lake and were 

analysed for the concentration of Cd, Cu, Ni, Cr, Pb, Mn and Zn. Two sediment samples 

were fine-grained and others were coarse-grained.  The sediment samples registered 

significantly higher amounts of heavy metals than the water samples (Figure 4).   

 

Heavy metals in plant samples (Typha latifolia) 

Typha latifolia was the major aquatic plants in the lake. Their roots were collected 

near the water sampling points and analysed for heavy metal concentrations, the average 

values of which are presented in  Figure 5. The result shows that the plants accumulated 

significantly higher amounts of heavy metals compared to the sediment. Since heavy metals 

present in water and sediment are slowly absorbed by the aquatic plants and thereby 

concentrated in the root metabolism, the plants can be used as a bioindicator of heavy metal 

pollution in the lake.  
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Figure 4.  Levels of heavy metals in lake sediment  
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Figure 5.  Levels of heavy metals in roots of Typha latifolia  
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Notably the three sampled items show distinct variation in metal contents. The 

concentration gradients (plant root > sediment > water) exist for all the heavy metals in the 

lake and it might be possible that the sedimental particles were transported towards the 

lower reach of the lake. Parallel gradients of organic matter contents and grain size 

distribution of the sediment are also likely to influence the heavy metal concentration in the 

lake [17-18]. The fine-grained sediment is reported to have a greater influence on the 

adsorption of heavy metals from the water [19]. 

It is also observed in many estuaries across the world that the concentration of  

heavy metals from known anthropogenic input generally increases [10,20].  In Wenchi 

Crater Lake area there are three inlets and two outlets. However, the outlet points are 

present only in the upper part of the lake and the volume of water discharge is 

comparatively small while the bulk of the lake water is lost through evaporation and 

absorption. Therefore the lake area becomes a large sink for heavy metals. The 

concentration factor is the main cause of sediment toxicity while this factor through 

bioaccumulation by plants (Typha latifolia in this case) is apparently more pronounced. 

Land erosion and natural weathering of bedrocks of the lake are probably the main factors 

responsible for the accumulation of heavy metals in the lake ecosystem. 

 

Conclusions 

Most physico-physcical properties of Wenchi Crate Lake conformed to the 

standards set out by WHO for drinking water, except for the level of magnesium, chloride, 

and sulphate ions, which just overstepped the borderlines. As for heavy metals, it was 

observed that only Cu, Mn, and Zn were well within the allowable concentrations while Cd, 

Ni, Cr, and Pb were significanly higher than the set limits allowable for potable water. 

Moreover, the lake sediment was found to be enriched with these heavy metals compared to 

the lake water. However, heavy metal enrichment through bioconcentration by plants in the 

lake was even more conspicuous. 

The presence of increased amounts of heavy metals may have a direct impact on the 

health of humans as well as aquatic animals. Visibly the water looks very clean with no 



Mj. Int. J. Sci. Tech.  2008 , 02 (02), 360 - 372 
 

370 
 

 

contamination. The volume of water in the lake is very high and can potentially be used for 

various purposes by employing artificial recharging technologies and special purification 

methods.  However, there is a dense population of macrophytes in the lake. Further 

research work is necessary to study them and their impact on the water quality of the lake. 
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Introduction 
 
Wenchi Crater Lake is one of the important lakes in Ethiopia. The lake is located in 

Western Shoa region, which extends between latitude 150 N -30 S and longitudes 480 E-330 

W. It is situated at the major topographic feature in the country, being 130 km south-west 

of the capital city, Addis Ababa. It is surrounded by Kelela region in the north, Dera region 

in the east, Goro Wenchi region in the south and Haro Gebeya region in the west. This lake, 

1,600 square metres in total area, is ecocologically, recreationally, and aesthetically 

important as well as a popular place for tourists. The topographical location of the lake is 

presented in  Figures 1 and 2. 

 
Figure 1.   Location of Wenchi Crater lake in Ethiopia 
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Figure 2.  Topography of  Wenchi Crater Lake 
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The health of a lake is governed by the quantity of nutrients it receives from various 

streams. Nutrient recycling and proper productivity are necessary for sustenance and 

balance of the system. Due to nutrient enrichment, the system may lose its balance and may 

turn eutrophic. Thus, water quality studies are necessary to ascertain the suitability of water 

for various beneficial uses and to assess the trophic level of the lake.  

In aquatic systems, the natural concentrations of metal ions are principally 

dependent on the ambient distribution, weathering and leaching of the elements from the 

soil in the catchment area, while heavy metals are carried to the lakes through atmospheric 

deposition and other man made activities. The characteristics of the water, such as acidity 

and the amount of organic matter, are known to be important factors in determining the fate 

of heavy metals in lakes [1-3]. 

The sediment of the aquatic environment acts as a major reservoir of metals [4] and 

also as a source of contaminants. Enrichment of heavy metals due to industrialisation and 

urbanisation was recorded in the sediment of coastal areas all over the world [5-9]. The 

monitoring of the heavy metal resulting from anthropogenic activities are particularly 

important for the assessment of environmental quality and protection. Heavy metal 

distribution in lagoonal and intertidal sediment has frequently been used to investigate 

chronological inputs [10-12].  

Increased loading of heavy metals into lakes may have several ecological 

consequences. Elevated trace metal concentrations may lead, for example, to toxic effects 

or biomagnification in the aquatic environment. Accumulation of heavy metals in the food 

web can occur either by bioconcentration from the surrounding medium such as water or 

sediment, or by bioaccumulation from the food source. 

  In the following study, no attempts were made to investigate the environmental 

health of Wenchi Crater Lake. The main objective of this study, the first performed for this 

lake, is to monitor the water quality of the lake with reference to standard water quality 

parameters and heavy metals in its water and sediment, and in Typha latifolia, a major 

aquatic plant present in the lake. 
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Materials and Methods 

The water, sediment and Typha latifolia samples were collected bimonthly between 

January-December 2007 from eight sampling points (Figure 2) in the lake in cleaned 

polythene containers. The water quality parameters, viz. pH, electrical conductivity (EC), 

total dissolved solids (TDS), total hardness (TH), total alkalinity (ALK), common metal 

ions (Ca2+, Mg2+, Na+, and K+), anions chloride (Cl- and SO4
2-), and dissolved oxygen (DO) 

were analysed employing standard experimental protocols outlined in the literature [13-14].  

In case of heavy metals, Cd, Cu, Ni, Cr, Pb, Mn, and Zn were selected and analysed as per 

the standard experimental protocols outlined in the literature [13] using a Shimadzu AA 

6200 atomic absorption spectrophotometer. All the chemicals and reagents used in the 

experiments were of analytical grade. All the results were statically significant at p < 0.05. 

 

 

Results and Discussion 

 The results of the physico-chemical analysis of the water samples collected from all 

the sampling points were presented in Table 1. 

 
pH and dissolved oxygen (DO) 

The pH of  Wenchi Crater Lake water (7.4-7.6) fell within the desirable range (6.5-

8.5) for drinking water as per the WHO guideline [16]. This result indicated that there were 

no human influences in the lake area and the responsible factor for the slightly alkaline 

value of the pH was only through the chemical composition of the bed rock sediment. 

  Dissolved oxygen is very essential for all living organisms in any water bodies. The 

recorded level of dissolved oxygen in the water of Wenchi Crater Lake ranged between 7.4- 

to 7.6 mg/L (WHO range: 4.5-7.5 mg/L). A similar result was also reported for Lake 

Naivasha, Kenya [15].  In the lake, the population of phytoplankton was relatively more 

than that of the zooplankton. The overgrowth of the plankton species and other aquatic 

plants might cause eutrophication in the lake in due course of time.  
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Table 1.  Physico-chemical characteristics of the lake water 

 Sample collection point in the Crater Lake 
Water 
quality 

parameter 

 
S1 

 
S2 

 
S3 

 
S4 

 
S5 

 
S6 

 
S7 

 
S8 

 

WHO 
guideline 

value 
for drinking 
water [16] Mean value 

pH 7.5 7.6 7.6 7.4 7.5 7.5 7.6 7.6 6.5 – 8.5 
EC (μmhos/cm) 1180 1182 1179 1180 1183 1182 1181 1183 1500 
TDS (mg/L) 767 768.30 766.35 767 768.95 768.30 767.65 768.95 1000 
TH (mg/L) 282 283 280 282 285 284 282 284 400 
Ca (mg/L) 135 137 135 136 134 135 136 135 200 
Mg (mg/L) 105 102 105 104 106 105 103 105 100 
Na (mg/L) 48 52 50 49 48 50 48 47 200 
K (mg/L) 26 28 27 28 26 28 29 27 20 
Cl- (mg/L) 458 460 458 462 460 457 459 460 400 
SO42 (mg/L) 390 394 392 390 392 394 392 390 400 
DO (mg/L) 7.4 7.6 7.5 7.5 7.6 7.5 7.6 7.5 4.5 – 7.5 
 
Note: The analytical results were statistically significant at p < 0.05. 

 

Electrical conductivity (EC) and total dissolved solids (TDS) 

The conductivity of the water samples registered 1179-1183 μmhos/cm. This is well 

below the WHO guideline value prescribed for drinking purpose (1500 μmhos/cm). The 

TDS present in the water affects its aesthetic value as well as its physico-chemical and 

biological properties. The TDS values found (766.35-768.95 mg/L) were also below the 

drinking water standard (1,000 mg/L).  

 

Total hardness (TH), calcium and magnesium 

The lake water samples recorded a low level of total hardness (280-285 mg/L). The 

total hardness has no known adverse effects on human health, and the recorded values were 

well below the guideline value for drinking purpose (400 mg/L). 

Primarily, the calcium and magnesium present are responsible for the hardness of 

the water. The desirable limit for calcium in water is (75 mg/L) and the maximum 

permissible limit is (200 mg/L), and for magnesium these values are 30 and 100 mg/L 
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respectively. In the present investigation, we have observed that the values for calcium 

were 134-137 mg/L and those for magnesium, 102-106 mg/L. 

 

Sodium and potassium 

Sodium and potassium are the monovalent cations commonly present in water. 

These ions do not produce hardness to water. However, significantly high amounts of these 

ions in water create problem in its taste as well as make the water unsuitable for irrigation 

purpose. In the present study, the concentration of sodium (47-52 mg/L) was well below the 

listed value in Table 1, while that of potassium (26-29 mg/L) exceeded the allowed value 

(20 mg/L). This might be due to the presence of potash minerals in the area. A further 

geological investigation of the studied area is necessary.  

 

Chloride and sulphate 

The presence of chloride and sulphate in water in excess amounts is not desirable. 

Its origin is mainly from mineral weathering of bed rocks as well as from anthropogenic 

source. In the present investigation, the concentrations of chloride and sulphate ranged 457-

462 mg/L and 390-394 mg/L respectively. The desirable limit of chloride is 250mg/L and 

the maximum permissible limit is 400 mg/L and for sulphate, it is 200 and 400 mg/L 

respectively. The concentration of chloride was thus somewhat higher than the permissible 

limit for drinking purpose.  

 
Heavy metals in water 

The concentrations of Cd, Cu, Ni, Cr, Pb, Mn, and Zn were determined in water 

samples from eight sampling points in the lake. The analytical results are presented in  

Figure 3. The drinking water standards (WHO guidelines) for the trace inorganic 

contaminants such as Cd, Cu, Ni, Cr, Pb, Mn and Zn are 0.003, 2.0, 0.02, 0.05, 0.01, 0.5 

and 5.0 mg/L respectively [16]. The results indicate that only the levels of Cu, Mn and Zn 

in the lake water were well within the allowable concentrations. The concentrations of all 

other metals were significantly increased in the lake water.   
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Figure 3.  Levels of heavy metals in the lake water  

 

Heavy metals in sediment 

Sediment samples were collected in the same eight locations in the lake and were 

analysed for the concentration of Cd, Cu, Ni, Cr, Pb, Mn and Zn. Two sediment samples 

were fine-grained and others were coarse-grained.  The sediment samples registered 

significantly higher amounts of heavy metals than the water samples (Figure 4).   

 

Heavy metals in plant samples (Typha latifolia) 

Typha latifolia was the major aquatic plants in the lake. Their roots were collected 

near the water sampling points and analysed for heavy metal concentrations, the average 

values of which are presented in  Figure 5. The result shows that the plants accumulated 

significantly higher amounts of heavy metals compared to the sediment. Since heavy metals 

present in water and sediment are slowly absorbed by the aquatic plants and thereby 

concentrated in the root metabolism, the plants can be used as a bioindicator of heavy metal 

pollution in the lake.  
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Figure 4.  Levels of heavy metals in lake sediment  
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Figure 5.  Levels of heavy metals in roots of Typha latifolia  

 



Mj. Int. J. Sci. Tech.  2008 , 02 (02), 361 - 373 
 

370 
 

 

Notably the three sampled items show distinct variation in metal contents. The 

concentration gradients (plant root > sediment > water) exist for all the heavy metals in the 

lake and it might be possible that the sedimental particles were transported towards the 

lower reach of the lake. Parallel gradients of organic matter contents and grain size 

distribution of the sediment are also likely to influence the heavy metal concentration in the 

lake [17-18]. The fine-grained sediment is reported to have a greater influence on the 

adsorption of heavy metals from the water [19]. 

It is also observed in many estuaries across the world that the concentration of  

heavy metals from known anthropogenic input generally increases [10,20].  In Wenchi 

Crater Lake area there are three inlets and two outlets. However, the outlet points are 

present only in the upper part of the lake and the volume of water discharge is 

comparatively small while the bulk of the lake water is lost through evaporation and 

absorption. Therefore the lake area becomes a large sink for heavy metals. The 

concentration factor is the main cause of sediment toxicity while this factor through 

bioaccumulation by plants (Typha latifolia in this case) is apparently more pronounced. 

Land erosion and natural weathering of bedrocks of the lake are probably the main factors 

responsible for the accumulation of heavy metals in the lake ecosystem. 

 

Conclusions 

Most physico-physcical properties of Wenchi Crate Lake conformed to the 

standards set out by WHO for drinking water, except for the level of magnesium, chloride, 

and sulphate ions, which just overstepped the borderlines. As for heavy metals, it was 

observed that only Cu, Mn, and Zn were well within the allowable concentrations while Cd, 

Ni, Cr, and Pb were significanly higher than the set limits allowable for potable water. 

Moreover, the lake sediment was found to be enriched with these heavy metals compared to 

the lake water. However, heavy metal enrichment through bioconcentration by plants in the 

lake was even more conspicuous. 

The presence of increased amounts of heavy metals may have a direct impact on the 

health of humans as well as aquatic animals. Visibly the water looks very clean with no 
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contamination. The volume of water in the lake is very high and can potentially be used for 

various purposes by employing artificial recharging technologies and special purification 

methods.  However, there is a dense population of macrophytes in the lake. Further 

research work is necessary to study them and their impact on the water quality of the lake. 
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Abstract: A miniaturised micro-volume autotitrator with potentiometric end-point detection was 

designed and fabricated for the determination of acidity of some Thai fruit juices. The method was 
based on on-line potentiometric titration of the organic acids with sodium hydroxide. The conditions 
such as volume of fruit juice sample, volume and concentration of potassium chloride used as 
supporting electrolyte, and flow rate of the titrant were optimised by using univariate optimisation. A 
sample throughput of 83 samples/hr at the titrant flow rate of 0.28 mL/min was achieved with 
satisfactory results. The results obtained by the proposed method agreed with those obtained by the 
classical titration method. 

 
Keywords: micro-volume autotitrator, potentiometric end-point detection, acidity, fruit juice 

 

Introduction  

Acidity serves numerous purposes in modern food processing in addition to its major role of 
rendering foods more palatable and stimulating. Various functions of acidity include flavouring agent, 
buffer, preservative, synergist, viscosity modifier, melting modifier and meat curing agent [1]. The 
acidity of a fruit juice is due to the presence of several organic acids such as citric, malic, fumaric, 
acetic, ascorbic, and galacturonic acids. Measuring organic acid levels in foods and beverages is 
important from the standpoint of monitoring of fermentation process, checking of product stability, 
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validating of authenticity of juices and concentrates, and studying of the organoleptic properties of 
fermented products such as wines [2]. The most common acid in soft drinks and citrus and other fruit 
juices is citric acid, which can be obtained either in anhydrous or monohydrate form [3]. Citric acid (2-
hydroxy-1,2,3-propanetricarboxylic acid), unlike other hydroxy acids, is tribasic with a major 
advantage of high solubility in water. Several fresh fruits such as lemon and lime owe their tangy taste 
to the presence of citrate ions [1]. 

Acidity can be determined by a large number of methods such as ion chromatography [4], gas 
chromatography [5], high performance liquid chromatography [6], capillary electrophoresis [7], and 
flow injection analysis [8]. Although some methods can selectively determine different acids, the 
acidity is usually reported in terms of the citric acid content. Titration is used as the classical method 
for the determination of citric acid in fruit juices [9-10]. The disadvantage of titration is that it is time 
and reagent consuming. Potentiometry is also alternatively used to determine the total acid content in 
fruit juices in comparison with classical titration [11]. In this present work, we have designed and 
fabricated a micro-volume autotitrator with potentiometric end-point detection for the determination of 
acidity of the juices of eight Thai fruits collected in the northern area of Thailand. The method is based 
on an on-line potentiometric titration. Variables affecting the proposed method, viz. volume of fruit 
juice sample, volume and concentration of potassium chloride used as supporting electrolyte, and flow 
rate of titrant were evaluated and optimised.  

 
 

Materials and Methods   

Materials 
 Sodium hydroxide, potassium hydrogen phthalate (KHP), phenolphthalein, and potassium 
chloride were obtained from Merck (Germany). All chemicals were of analytical reagent grade.  
 Eight fruit samples, viz. lime, pomelo, tangerine, red and green grape, red and green apple, and 
pineapple were collected from the northern area of Thailand by random sampling. 

Micro-volume autotitrator 

The schematic diagram of the designed autotitration system is shown in Figure 1. A peristaltic 
propeller was used as a device to aspirate accurately and  continuously the amount of titrant in the 
range of 0.02 to 0.24 mL/min (depending on the tube resolution and rotor speed). The peristaltic pump 
was controlled by an AT89C4051 microcontroller which generated a pulse-width modulator (PWM) 
signal to drive the pump motor, which could be commanded by a software via a RS232 port. An 
aspiration volume calibration of the pump was carried out by water-weighting method. 
    A combined glass electrode (Horiba, USA) was used as a proton sensor. It was connected to an 
analog-to-digital converter device namely "UT60D" multimeter (Uni-Trend International Limited). 
The output of ASCII mV reading was sent to the PC via RS232C port with the baud rate of 2,400 bps 
no parity 7 data bit and 2 stop bits. A PC recorded the change and directly plotted the graph which 
could be saved for further calculation or exported in many formats.  
   A Microsoft Visual Basic 6.0 was used as a developed tool to control the peristaltic pump and 
receive the signal from the UT60D multimeter. It employed Microsoft Communication Control 6.0 
ActiveX to communicate with the control board in ASCII mode. 
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Sample preparation 

Eight kinds of fresh fruits, viz. lime, pomelo, tangerine, red grape, green apple, green grape, 
pineapple, and red apple were separately squeezed with a juice extractor (Comfort HR I82I, Philips, 
Netherland). A 1.0 mL aliquot of each fresh juice was put in a 25 mL beaker containing 5.0 mL of 10 
mM KCl as supporting electrolyte and 15.0 mL of deionised water. A micro-volume autotitrator as 
shown in Figure 1 was operated by propelling 0.1 M NaOH at the flow rate of 0.28 mL/min. A titration 
curve and the first derivative curve could be recorded as shown in Figure 2 for each titration batch. 

 
 
 

 

 

 

 

 

Figure 1.  Schematic diagram of the designed autotitration 
system
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Results and Discussion   

Optimisation for the determination of citric acid 

 In this experiment, the volume of KHP used as titrand, the volume and concentration of KCl 
used as supporting electrolyte, and the flow rate of titrant (NaOH) were optimised using the designed 
autotitration system as shown in Figure 1. The method for optimisation is the univariation, in which  
one parameter is varied while the others are kept constant. After optimisation of each parameter, the 
new optimised value is used for the optimisation of the next parameter. In the following optimisation, 
the reasonable %RSD and % Error were used for selecting the optimal value of each parameter. %RSD 
was calculated from 11 replicates (n = 11) and %Error from comparing the result from the proposed 
technique with that from the standard classical acid-base titration method. 

Effect of KHP volume 

 The experiment was carried out by using 0.1000 M KHP (titrand) to titrate with 0.1000 M 
NaOH (titrant). Various volumes of KHP (50, 100, 150 and 200 μL) were pipetted into a 25 mL beaker 
containing 15.0 mL of deionised water and 5.0 mL of 10 mM KCl (supporting electrolyte). Then the 
flow of titrant was generated at 0.20 mL/min. Titration curves and first derivative curves were 
obtained and the results were mathematically compared with those obtained with the classical acid-
base titration. The influence of KHP volume on the percentage of relative standard deviation (%RSD) 
and error (%Error) is exhibited in Figure 3. The KHP volume of 200 μL showed lowest %RSD and 
%Error, therefore it was chosen for the next experiment. (Although a little lower %RSD and %Error 
might be obtained when KHP volume was increased to more than 200 μL, it was not used on the 
reason of waste reduction.) 

 

Figure 2.  Titration curve and first derivative curve obtained from the designed autotitration 
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Figure 3. Influence of KHP volume on %RSD (a) and %Error (b) in acidity determination by the 
designed micro-volume autotitrator 

 

Effect of KCl volume 

 Supporting electrolytes are required in controlled-potential experiments to decrease the 
resistance of the solution, to eliminate electromigration effects, and to maintain a constant ionic 
strength (i.e. to “swamping out” the effect of variable amounts of naturally occurring electrolytes) 
[12]. The inert supporting electrolyte may be an inorganic salt, a mineral acid, or a buffer. Potassium 
chloride or nitrate, ammonium chloride, sodium hydroxide, or hydrochloric acid are widely used as 
electrolyte in aqueous solution. The usual electrolyte concentration range is 0.1-1.0 M, i.e. in large 
excess of the concentration of all electroactive species.  
 A similar experiment to that for studying the effect of KHP volume was carried out but the 
volume of KHP and the flow rate of titrant were fixed at 200 μL and 0.20 mL/min respectively. 
Various volumes of 10 mM KCl used as supporting electrolyte (5, 10, 15 and 20 mL) were each 
pipetted into a 25 mL beaker containing 200 μL of KHP and 15.0 mL of deionised water. The results 
are shown in Figure 4.  It was observed that at 5 mL of 10 mM KCl the results from 11 replicates 
showed no difference in each value of the results so %RSD was calculated to be zero. Comparing the 
results with those obtained from the standard acid-base titration, the %Error at 5 mL of 10 mM KCl 
was lowest. Therefore, it was selected for the next experiment. 
 

Effect of KCl concentration 

 The experiment was carried out by varying KCl concentration between 0.1-10 mM at fixed 
KHP volume (200 μL), flow rate (0.20 mL/min), and KCl volume (5 mL). From Figure 5, it is found 
that 10 mM KCl gave lowest %RSD and %Error. Therefore, it was chosen for the next experiment. 
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Figure 4. Influence of KCl volume on %RSD (a) and %Error (b) in acidity determination by the 
designed micro-volume autotitrator 
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Figure 5.  Influence of KCl concentration on %RSD (a) and %Error (b) in acidity determination by the 
designed micro-volume autotitrator 

 

Effect of flow rate 

 By fixing the volumes of KHP and KCl at 200 μL and 5 mL respectively, and the concentration 
of KCl at 10 mM, the flow rate of NaOH used as titrant was varied between 0.16-0.40 mL/min. From 
Figure 6, although the flow rate at 0.24 mL/min gave the lowest %RSD, it provided higher %Error 
than that at 0.28 mL/min. Moreover, the sample throughput was increased from 72 samples/hr to 83 
samples/hr when the flow rate was changed from 0.24 to 0.28 mL/min. Therefore, the flow rate of 0.28 
mL/min was chosen. The summary of the optimum conditions is shown in Table 1. 
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Figure 6. Influence of flow rate of NaOH (titrant) on %RSD (a) and %Error (b) in acidity 
determination by the designed micro-volume autotitrator 

 

Table 1. Optimum values of variables for the on-line potentiometric titration using micro-volume 
autotitrator 
 

 Variable Range studied  Optimum value 

 KHP volume (μL) 50-200  200  

 KCl volume (mL) 5-20  5  

 KCl concentration (mM) 0.1-10  10  

 Flow rate (mL/min) 0.16-0.40  0.28  

 

 

Application to real samples 

 Though organic acids in Thai fruits are varied, a common component seems to be citric acid 
(which has three active protons). The organic acid content (calculated as citric acid) in the fruit juice 
from each kind of fruits determined by classical titration and on-line potentiometric titration is shown 
in Table 2. A paired t-test was used to compare the results obtained by both techniques. They were in 
excellent agreement at 95% confidential limit. 
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Table 2.  Organic acid (calculated as citric acid) content in various Thai fruit juices 
 

Fruit Organic acid content obtained 
by classical titration 
(n=11)*(x10-3M) (%RSD) 

Organic acid content obtained by 
on-line potentiometric titration 
(n=11)* (x10-3 M) (%RSD) 

Lime 5.26 (0.23) 5.42 (2.98) 
Pomelo 3.76 (0.33) 3.77 (6.72) 
Tangerine 3.24 (0.37) 3.29 (15.4) 
Red grape 3.00 (0.40) 3.04 (7.33) 
Green apple 2.89 (0.38) 2.88 (10.2) 
Green grape 2.73 (1.05) 2.72 (6.92) 
Pineapple 1.76 (0.63) 1.77 (9.30) 
Red apple 1.49 (1.49) 1.51 (3.80) 
 * 11 replicates 

 
 

Conclusions   

Determination of organic acid content in fruit juices by the micro-volume autotitrator fabricated in 
our laboratory is fast and convenient with the sample throughput of 83 samples/hr at the titrant flow 
rate of 0.28 mL/min. It can be used in routine analysis of acid content. The titrant and titrand used are 
in the level of a few mL, much less than those used in the classical titration technique, thus 
contributing to the green and home-made technology.  
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Abstract: A miniaturised micro-volume autotitrator with potentiometric end-point detection was 

designed and fabricated for the determination of acidity of some Thai fruit juices. The method was 

based on on-line potentiometric titration of the organic acids with sodium hydroxide. The conditions 

such as volume of fruit juice sample, volume and concentration of potassium chloride used as 

supporting electrolyte, and flow rate of the titrant were optimised by using univariate optimisation. A 

sample throughput of 83 samples/hr at the titrant flow rate of 0.28 mL/min was achieved with 

satisfactory results. The results obtained by the proposed method agreed with those obtained by the 

classical titration method. 

 

Keywords: micro-volume autotitrator, potentiometric end-point detection, acidity, fruit juice 

 

Introduction  

Acidity serves numerous purposes in modern food processing in addition to its major role of 

rendering foods more palatable and stimulating. Various functions of acidity include flavouring agent, 

buffer, preservative, synergist, viscosity modifier, melting modifier and meat curing agent [1]. The 

acidity of a fruit juice is due to the presence of several organic acids such as citric, malic, fumaric, 

acetic, ascorbic, and galacturonic acids. Measuring organic acid levels in foods and beverages is 

important from the standpoint of monitoring of fermentation process, checking of product stability, 
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validating of authenticity of juices and concentrates, and studying of the organoleptic properties of 

fermented products such as wines [2]. The most common acid in soft drinks and citrus and other fruit 

juices is citric acid, which can be obtained either in anhydrous or monohydrate form [3]. Citric acid (2-

hydroxy-1,2,3-propanetricarboxylic acid), unlike other hydroxy acids, is tribasic with a major advantage 

of high solubility in water. Several fresh fruits such as lemon and lime owe their tangy taste to the 

presence of citrate ions [1]. 

Acidity can be determined by a large number of methods such as ion chromatography [4], gas 

chromatography [5], high performance liquid chromatography [6], capillary electrophoresis [7], and 

flow injection analysis [8]. Although some methods can selectively determine different acids, the acidity 

is usually reported in terms of the citric acid content. Titration is used as the classical method for the 

determination of citric acid in fruit juices [9-10]. The disadvantage of titration is that it is time and 

reagent consuming. Potentiometry is also alternatively used to determine the total acid content in fruit 

juices in comparison with classical titration [11]. In this present work, we have designed and fabricated 

a micro-volume autotitrator with potentiometric end-point detection for the determination of acidity of 

the juices of eight Thai fruits collected in the northern area of Thailand. The method is based on an on-

line potentiometric titration. Variables affecting the proposed method, viz. volume of fruit juice sample, 

volume and concentration of potassium chloride used as supporting electrolyte, and flow rate of titrant 

were evaluated and optimised.  

 

 

Materials and Methods   

Materials 

 Sodium hydroxide, potassium hydrogen phthalate (KHP), phenolphthalein, and potassium 

chloride were obtained from Merck (Germany). All chemicals were of analytical reagent grade.  

 Eight fruit samples, viz. lime, pomelo, tangerine, red and green grape, red and green apple, and 

pineapple were collected from the northern area of Thailand by random sampling. 

Micro-volume autotitrator 

The schematic diagram of the designed autotitration system is shown in Figure 1. A peristaltic 

propeller was used as a device to aspirate accurately and  continuously the amount of titrant in the range 

of 0.02 to 0.24 mL/min (depending on the tube resolution and rotor speed). The peristaltic pump was 

controlled by an AT89C4051 microcontroller which generated a pulse-width modulator (PWM) signal 

to drive the pump motor, which could be commanded by a software via a RS232 port. An aspiration 

volume calibration of the pump was carried out by water-weighting method. 

    A combined glass electrode (Horiba, USA) was used as a proton sensor. It was connected to an 

analog-to-digital converter device namely "UT60D" multimeter (Uni-Trend International Limited). The 

output of ASCII mV reading was sent to the PC via RS232C port with the baud rate of 2,400 bps no 

parity 7 data bit and 2 stop bits. A PC recorded the change and directly plotted the graph which could 

be saved for further calculation or exported in many formats.  
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A Microsoft Visual Basic 6.0 was used as a developed tool to control the peristaltic pump and 

receive the signal from the UT60D multimeter. It employed Microsoft Communication Control 6.0 

ActiveX to communicate with the control board in ASCII mode. 

 

 

 

 

 

Sample preparation 

Eight kinds of fresh fruits, viz. lime, pomelo, tangerine, red grape, green apple, green grape, 

pineapple, and red apple were separately squeezed with a juice extractor (Comfort HR I82I, Philips, 

Netherland). A 1.0 mL aliquot of each fresh juice was put in a 25 mL beaker containing 5.0 mL of 10 

mM KCl as supporting electrolyte and 15.0 mL of deionised water. A micro-volume autotitrator as 

shown in Figure 1 was operated by propelling 0.1 M NaOH at the flow rate of 0.28 mL/min. A titration 

curve and the first derivative curve could be recorded as shown in Figure 2 for each titration batch. 

 

 

 

 

 

 

Figure 1.  Schematic diagram of the designed autotitration system 
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Results and Discussion   

Optimisation for the determination of citric acid 

 In this experiment, the volume of KHP used as titrand, the volume and concentration of KCl 

used as supporting electrolyte, and the flow rate of titrant (NaOH) were optimised using the designed 

autotitration system as shown in Figure 1. The method for optimisation is the univariation, in which  one 

parameter is varied while the others are kept constant. After optimisation of each parameter, the new 

optimised value is used for the optimisation of the next parameter. In the following optimisation, the 

reasonable %RSD and % Error were used for selecting the optimal value of each parameter. %RSD 

was calculated from 11 replicates (n = 11) and %Error from comparing the result from the proposed 

technique with that from the standard classical acid-base titration method. 

Effect of KHP volume 

 The experiment was carried out by using 0.1000 M KHP (titrand) to titrate with 0.1000 M 

NaOH (titrant). Various volumes of KHP (50, 100, 150 and 200 µL) were pipetted into a 25 mL beaker 

containing 15.0 mL of deionised water and 5.0 mL of 10 mM KCl (supporting electrolyte). Then the 

flow of titrant was generated at 0.20 mL/min. Titration curves and first derivative curves were obtained 

and the results were mathematically compared with those obtained with the classical acid-base titration. 

The influence of KHP volume on the percentage of relative standard deviation (%RSD) and error 

(%Error) is exhibited in Figure 3. The KHP volume of 200 µL showed lowest %RSD and %Error, 

therefore it was chosen for the next experiment. (Although a little lower %RSD and %Error might be 

obtained when KHP volume was increased to more than 200 µL, it was not used on the reason of waste 

reduction.) 

Figure 2.  Titration curve and first derivative curve obtained from the designed autotitration 
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Figure 3. Influence of KHP volume on %RSD (a) and %Error (b) in acidity determination by the 

designed micro-volume autotitrator 

 

Effect of KCl volume 

 Supporting electrolytes are required in controlled-potential experiments to decrease the 

resistance of the solution, to eliminate electromigration effects, and to maintain a constant ionic strength 

(i.e. to “swamping out” the effect of variable amounts of naturally occurring electrolytes) [12]. The inert 

supporting electrolyte may be an inorganic salt, a mineral acid, or a buffer. Potassium chloride or 

nitrate, ammonium chloride, sodium hydroxide, or hydrochloric acid are widely used as electrolyte in 

aqueous solution. The usual electrolyte concentration range is 0.1-1.0 M, i.e. in large excess of the 

concentration of all electroactive species.  

 A similar experiment to that for studying the effect of KHP volume was carried out but the 

volume of KHP and the flow rate of titrant were fixed at 200 µL and 0.20 mL/min respectively. Various 

volumes of 10 mM KCl used as supporting electrolyte (5, 10, 15 and 20 mL) were each pipetted into a 

25 mL beaker containing 200 µL of KHP and 15.0 mL of deionised water. The results are shown in 

Figure 4.  It was observed that at 5 mL of 10 mM KCl the results from 11 replicates showed no 

difference in each value of the results so %RSD was calculated to be zero. Comparing the results with 

those obtained from the standard acid-base titration, the %Error at 5 mL of 10 mM KCl was lowest. 

Therefore, it was selected for the next experiment. 

 

Effect of KCl concentration 

 The experiment was carried out by varying KCl concentration between 0.1-10 mM at fixed KHP 

volume (200 µL), flow rate (0.20 mL/min), and KCl volume (5 mL). From Figure 5, it is found that 10 

mM KCl gave lowest %RSD and %Error. Therefore, it was chosen for the next experiment. 
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Figure 4. Influence of KCl volume on %RSD (a) and %Error (b) in acidity determination by the 

designed micro-volume autotitrator 
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Figure 5.  Influence of KCl concentration on %RSD (a) and %Error (b) in acidity determination by the 

designed micro-volume autotitrator 

 

Effect of flow rate 

 By fixing the volumes of KHP and KCl at 200 µL and 5 mL respectively, and the concentration 

of KCl at 10 mM, the flow rate of NaOH used as titrant was varied between 0.16-0.40 mL/min. From 

Figure 6, although the flow rate at 0.24 mL/min gave the lowest %RSD, it provided higher %Error than 

that at 0.28 mL/min. Moreover, the sample throughput was increased from 72 samples/hr to 83 

samples/hr when the flow rate was changed from 0.24 to 0.28 mL/min. Therefore, the flow rate of 0.28 

mL/min was chosen. The summary of the optimum conditions is shown in Table 1. 
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Figure 6. Influence of flow rate of NaOH (titrant) on %RSD (a) and %Error (b) in acidity 

determination by the designed micro-volume autotitrator 

 

Table 1. Optimum values of variables for the on-line potentiometric titration using micro-volume 

autotitrator 

 

 Variable Range studied  Optimum value 

 KHP volume (µL) 50-200  200  

 KCl volume (mL) 5-20  5  

 KCl concentration (mM) 0.1-10  10  

 Flow rate (mL/min) 0.16-0.40  0.28  

 

Application to real samples 

 Though organic acids in Thai fruits are varied, a common component seems to be citric acid 

(which has three active protons). The organic acid content (calculated as citric acid) in the fruit juice 

from each kind of fruits determined by classical titration and on-line potentiometric titration is shown in 

Table 2. A paired t-test was used to compare the results obtained by both techniques. They were in 

excellent agreement at 95% confidential limit. 
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Table 2.  Organic acid (calculated as citric acid) content in various Thai fruit juices 

 

Fruit Organic acid content obtained 

by classical titration 

(n=11)*(x10-3M) (%RSD) 

Organic acid content obtained by 

on-line potentiometric titration 

(n=11)* (x10-3 M) (%RSD) 

Lime 5.26 (0.23) 5.42 (2.98) 

Pomelo 3.76 (0.33) 3.77 (6.72) 

Tangerine 3.24 (0.37) 3.29 (15.4) 

Red grape 3.00 (0.40) 3.04 (7.33) 

Green apple 2.89 (0.38) 2.88 (10.2) 

Green grape 2.73 (1.05) 2.72 (6.92) 

Pineapple 1.76 (0.63) 1.77 (9.30) 

Red apple 1.49 (1.49) 1.51 (3.80) 

 
*
 11 replicates 

 

 

Conclusions   

Determination of organic acid content in fruit juices by the micro-volume autotitrator fabricated in 

our laboratory is fast and convenient with the sample throughput of 83 samples/hr at the titrant flow 

rate of 0.28 mL/min. It can be used in routine analysis of acid content. The titrant and titrand used are in 

the level of a few mL, much less than those used in the classical titration technique, thus contributing to 

the green and home-made technology.  
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Abstract: A stopped-flow injection (FI) spectrophotometric procedure based on iodometric 
reaction for the determination of chlorate has been developed. Standard/sample was injected into a 
stream of potassium iodide solution and then merged with a stream of hydrochloric acid solution to 
produce triiodide. By stopping the flow while the sample zone is being in a mixing coil, a slow reaction 
of chlorate with iodide in acidic medium was promoted to proceed with minimal dispersion of the 
triiodide product zone. When the flow started again, a concentrated product zone was pushed into a 
flow cell and a signal profile due to light absorption of the product was recorded. Employing a lab-built 
semi-automatic stopped-FI analyser, the analysis can be performed with higher degree of automation 
and low chemical consumption. Linear calibration graph in the range of 5-50 mg ClO3

- L-1 was obtained, 
with detection limit of 1.4 mg ClO3

- L-1. Relative standard deviation of 2.2% (30 mg ClO3
- L-1, n=10) 

and sample throughput of about 20 h-1 were achieved. The system was applied to soil samples and 
validated by batch spectrophotometric and standard titrimetric methods. 

Keywords:  chlorate, stopped-flow injection, iodometry, soil 
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Introduction   

Chlorate is utilised in the bleaching process in the pulp and paper industry [1]. In addition, chlorate 
has been employed in agriculture as a herbicide and as a defoliant especially between the years 1930 and 
1950. Recently, especially in Thailand, chlorate compounds, e.g. potassium chlorate, have been 
popularly used for promoting flowering and fruiting of longan. The plant can absorb chlorate through 
both leaf and root [2]. However, there have been some reports on the effect of chlorate causing damage 
to plants. The intake of chlorate in high amounts caused falling of leaves and death in plants [2]. 
Chlorate may compete with nitrate as a substrate for the enzyme nitrate reductase [3-5], which can 
reduce chlorate to chlorite which is toxic to plants [2,6].  

From the above instance, information on chlorate content in soil is therefore useful for controlling the 
effect of chlorate on plants and the environment. Various methods for determination of chlorate have 
been reported such as ion chromatography [4], infrared spectrophotometry [7],  batch 
spectrophotometry [8], and flow injection (FI) [9-10]. Ion chromatography and infrared 
spectrophotometry can quantitate chlorate at low concentration levels, but they require relatively high 
operating costs and complicated instruments. Batch and FI spectrophotometric methods have gained 
interest. They are based on different chemical reactions such as iodometric reactions [11], complexation 
of chlorate with rhenium--furildioxime [12], and decolourisation of indigo carmine by chlorate [8]. 
Although those procedures may provide simplicity and rapidness of analysis, they  suffer from 
interferences and low sensitivities. Stopped-FI procedure can increase sensitivity by increasing the 
reaction time in a stopping period, thereby promoting more product. It also reduces the main 
interference due to oxygen in air by allowing the reaction to occur in a closed tube. The stopped-flow 
injection method with amperometric detection system has been developed for determination of chlorate 
in soil [13]. However, it involves a complicated system employing a water bath of 55 oC to accelerate 
the reaction. 

In this work, we propose a stopped-FI spectrophotometric procedure for the determination of 
chlorate utilising iodometric reactions which were reported for batchwise analysis [14]. The sample is 
injected into a stream of potassium iodide and merged with a stream of acidic solution. Then, the 
sample-reagent mixture zone is stopped in a mixing coil to promote the slow reaction of chlorate with 
iodide in acidic medium to produce triiodide while no dispersion of the product zone occurs during the 
stopping period. When the flow starts again, the product zone is pushed into a flow cell giving rise to a 
highly sensitive signal to be recorded as a peak.  Since the reaction proceeds in a closed system the 
interfering effect of oxygen in the air which is usually observed in a batch method is minimised. The 
peak height obtained is proportional to the chlorate concentration. A calibration graph in the range of 5-
50 mg ClO3

- L-1 is achieved with a detection limit of 1.4 mg ClO3
- L-1. Stopped FI also reduces the 

consumption of reagent and consequently minimises waste.  The whole analysis cycle takes about 160 s, 
with a consumption of 2.3 mL of each reagent. 

 
Materials and Methods 

Chemicals 
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Deionised water (Milli RX, Millipore) was used throughout.  All reagents were of analytical reagent 
grade unless otherwise stated.  Potassium chlorate (99.5 %w/w, Merck) was used to prepare a stock 
standard solution of 1000 mg L-1 ClO3

-, by dissolving 0.1474 g of the chemical in water, making up to 
100 mL in a volumetric flask.  Potassium iodide (iodate free, Carlo Erba) (4.1711 g) was dissolved in 
250 mL of water to obtain a 0.1 M iodide solution.  Hydrochloric acid (7 M) was prepared by diluting 
150 mL of conc. hydrochloric acid (Carlo Erba) with water to the final volume of 250 mL.   

 
Sample preparation 

     Soil samples were collected from the longan plantation field in Chiang Mai, northern Thailand.  A 
soil sample was taken from 15 points around the rim of the longan tree, at the depth of 15 cm.  The 
sample was dried and ground before a portion of 100 g was taken for further treatment. 
     A portion (20 g) of each sample was extracted with water (20 mL) by shaking for 1 h. The mixture  
was then filtered through a filter paper (Whatman, No. 42), rinsed with water and the filtrate adjusted to 
a volume of 25.00 mL with water prior to analysis. 
 
Stopped FI setup 

The stopped FI system used is illustrated in Figure 1. A lab-built semi-automatic stopped-FI analyser 
as reported previously was employed. It consisted of a peristaltic pump (MP-3, Eyela, Japan), a 6-port 
injection valve (Upchurch, USA) and a microcontroller (Basic stamp II SX) for timing control of the 
pump and the valves. A detector was a simple spectrophotometer (Spectronic 21, Spectronic 
Instrument, USA), equipped with a 10 mm path-length flow-through cell (Hellma, Germany). All tubing 
used was of PTFE tubing of 0.5 mm inner diameter, except Tygon pump tubing (Saint-Gobain 
Performance Plastics, USA).    

 

 

Figure 1.  Stopped-FIA manifold for determination of chlorate: R1 = 0.1 M potassium iodide, R2 = 7 

M hydrochloric acid, P = peristaltic pump, C = controller, IV = six-port injection valve, MC = mixing 

coil, D = detector, REC = recorder, S = standard/sample, W = waste 
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Procedure 

A standard or sample (55 l) was injected into a stream of 0.1 M KI, before merging with a stream 
of 7 M HCl and flowing to a mixing coil (see Figure 1). This design prevents the contact of 
concentrated acid with the injection valve, which may cause corrosion of the valve. The flow rate of 
each stream was 2.0 mL min-1. The operation cycle and peak profiles are illustrated in Figure 2. After 
injection for 9.5 s, the sample zone was halted for 90 s in the mixing coil by stopping the pump via the 
control unit of the stopped flow analyser. Then the flow was restarted again to push the zone through 
the detecting flow cell where absorbance at 400 nm was continuously recorded. The last step would 
take 60 s. A calibration graph was a plot of peak height versus chlorate concentration. Concentration of 
chlorate in an unknown sample was then evaluated from the calibration graph.   

 

 
 
Figure 2.  Stopped-FI signal profiles obtained for chlorate concentration of (a) 5 (b) 10 and (c) 20 mg 
ClO3

- L- (T = travelling time: a period from the injection to the stopping point, S = stopping  period: a 
period during which the flow is halted, W = washing time: a period from the restarting of the flow to the 
end of the analysis, A = sample injecting point, B = point of stopping the flow, C = point of restarting 
the flow, D = end point of operation cycle) 
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Results and Discussion   

The stopped-FI method for determination of chlorate involves iodometric chemical reactions as 
follows [14]: 

 

ClO3
- + 6I- + 6H+      3I2 + Cl- + 3H2O   (1) 

I2    +    I-        I3
-      (2) 

 

The triiodide from this reaction can be detected spectrophotometrically at 400 nm. Hydrochloric acid 
is appropriate for this reaction.  An oxy acid such as nitric acid and sulphuric acid is to be avoided in 
this reaction because it can be oxidised by chlorate. 

The first reaction is slow, depending on concentration of ClO3
-, I- and H+. By increasing the 

concentration of either H+ or I- the reaction can be accelerated. Use of elevated temperature also helps 
[13,15]. However, at high temperature and/or high concentration of H+, iodide is quantitatively oxidised 
by oxygen, so the determination cannot be easily carried out in a batch method. Employing a FI 
manifold, the reaction product can be enhanced during the stopping period designed to extend the 
reaction time in a closed system of the mixing coil before spectrophotometric measurement is taken 
[13,16]. This novel approach is different from the conventional stopped-FI in that the reaction zone is 
halted in the flow cell so that a change in absorbance can be monitored [17-18]. A calibration graph was 
plotted as peak height versus concentration of chlorate. Various parameters affecting the procedure 
were then studied. 

 
Effect of stopping time 

With concentration of potassium iodide and hydrochloric acid being kept constant at 0.3 and 3 M 
respectively, stopping time was varied: 15, 30, 60 and 90 s. A series of standard chlorate solutions 
(100-500 mg ClO3

- L-1) was injected. It was found that higher sensitivity was obtained the longer the 
stopping time. The stopping time of 90 s was chosen due to the limitation of the instrument for which a 
maximum stopping time of 99 s can be set and this period provided enough sensitivity for chlorate 
determination in soil sample.  

 

Effect of iodide and hydrochloric acid concentration   

Effects of concentration of potassium iodide and hydrochloric acid solution were studied in the 
ranges of 0.1-0.6 M and 5-7 M respectively.  With the stopping time of 90 s, a series of standard 
chlorate solutions (5-50 mg ClO3

- L-1) were injected in order to construct a calibration graph for each 
condition. The slopes of the calibration graphs are shown in Figure 3. A higher slope of the calibration 
graph (higher sensitivity) was obtained with using of higher concentrations of either iodide or 
hydrochloric acid, except at 7 M hydrochloric acid wherein a higher concentration of potassium iodide 
led to a lower slope of the calibration graph.  This may be due to the oxidation of the iodide ion by air 
or iodate impurity in potassium iodide chemical, which is more pronounced at high content of acid [13] 
causing high blank signal and low slope. However, the reaction was minimised at lower iodide 
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concentration (0.1 M) because of inadequate quantity of iodide and/or iodate ion for this reaction. 
Potassium iodide and hydrochloric acid at 0.1 M and 7 M respectively were selected for further study. 

 

 
 
Figure 3.  Effect of potassium iodide concentration on sensitivity (slope of the calibration graph of 
chlorate in concentration range of 5-50 mg ClO3

- L-1) at different concentrations (5, 6 and 7 M) of 
hydrochloric acid 
 
Analytical characteristics 

A linear calibration graph in the range of 5-50 mg ClO3
- L-1 (y=0.130x + 0.012, R2=0.996) was 

obtained. The detection limit calculated from the calibration data was found to be 1.4 mg ClO3
- L-1.  The 

relative standard deviation was 2.2% for 10 replicated injections of 30 mg ClO3
- L-1.  With the stopped-

FI, the consumption of reagent and consequently the production of waste could be reduced. Each 
analysis cycle consumed about 2.3 mL each of 0.1 M KI and 7 M HCl solutions. 
 
Analysis of soil samples 

Soil samples were analysed for chlorate content by the proposed method.  They were also analysed 
by a batch spectrophotometric method [8] and the titrimetric standard method [14]. The results are 
summarised in Table 1. Chlorate content found by stopped-FI method (x) agrees well with that found by 
the standard titrimetric method (y), as indicated by the slope, intercept and R2 of the correlation graph 
of the two methods being closed to 1, 0 and 1 respectively (y=0.95x + 0.08, R2=0.997).  According to 
the t-test at 95% confidence level [19], there is no significant difference of the results from the three 
methods. 
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Table 1.  Chlorate content in soil samples obtained by stopped-FI, standard titrimetric and batch 
spectrophotometric method 

 
Sample number Chlorate content found (g g-1) by 

 Stopped-FI* Titrimetry [14]* Batch 
spectrophotometry[8] 

1 194 + 5 189 + 1 196 
2 258 + 2 245 + 1 226 
3 107 + 4 103 + 7 101 
4 36.5 + 0.4 40 + 2 33.7 
5 49.5 + 0.1 50 + 1 47.8 
6 69 + 1 62 + 2 75.7 
7 167 + 2 155 + 2 142 
8 57.8 + 0.9 46 + 2 28.9 
9 37.8 + 0.3 36 + 2 32.3 

10 101 + 4 102 + 1 91.2 
11 127 + 4 122 + 1 91.7 
12 9.8 + 0.4 9 + 1 10.8 
13 50.4 + 0.5 46 + 1 43.1 
14 106 + 1 96 + 1 119 
15 214 + 4 201 + 2 163 
16 30.0 + 0.6 27 + 1 22.7 
17 10.6 + 0.2 9 + 1 6.4 
18 12.6 + 0.2 11 + 0 6.2 

 *mean of triplicate results 
 

Conclusions 

A novel stopped-FI method is proposed, in which there is a stopping of the flow to hold an injected 
zone of standard/sample in a mixing coil for promoting the reaction to take place without dispersion of 
the resulting product.  It is applied to a slow reaction of chlorate with acidic iodide for the 
determination of chlorate.  The procedure provides a suitable sensitivity for analysis of soil from longan 
plantation fields where chlorate is used to promote fruiting of the longan trees. With a simple instrument 
set-up employing a lab-built semi-automatic stopped-FI analyser, the determination can be done with 
high degree of automation and low reagent consumption.    
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Abstract:  The aim of this study is to examine some changes in the biochemical profile of 
the liver tissue of common carp (Cyprinus carpio L.) exposed to a sublethal concentration of 
heavy metal mixture (cadmium, chromium, nickel and lead). The biochemical profile, specifically 
glycogen, total lipid and vitamin E content in the liver tissue was examined and compared to that 
of the control group. The exposed group showed a marked decline in glycogen and vitamin E 
reserves. Conversely an increase in total lipid in comparison to control was observed. The result 
reflects the sensitivity of these biochemical parameters to the effects of sublethal levels of 
combined heavy metals for this the widely consumed freshwater fish. 

Keywords:  heavy metals, Cyprinus carpio L., toxicity, liver damage, glycogen, total lipids, 
vitamin E 
 

Introduction 
 

The toxicity of heavy metals to aquatic organisms has attracted considerable research 
attention, particularly as a result of the continuing anthropogenic mobilisation of the metals in the  
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environment. Like warm-blooded animals, changes due to heavy metals in fish occur because of 
injuries or infection which otherwise can be used to detect the dysfunction of the organs. These 
changes reflect the effect on fish survival, reproduction and growth [1]. Most of the heavy metal 
ions exhibit toxicity through the formation of coordination complexes and clusters in the animal 
cells [2]. Low concentration of heavy metals may induce a chronic stress which may not kill the 
individual fish but lower its size and body weight [3], thus reducing their ability to compete for 
food and habitat. Fish also have a tendency to bioaccumulate heavy metals and humans can 
therefore be at great risk through contamination of the food chain [4].  

Cadmium causes poisoning in various tissues and animals [5-7]. It can react with polythiol 
groups of cellular macromolecules such as glycogen, lipids, amino acids. Cadmium 
bioaccumulated in tissues can replace the essential element zinc present in the enzymes 
carboxypeptidase [8] and metallothionein [9].  The metal causes oxidative damage by alteration of 
mitochondrial activity and genetic information [10-11]. In the environment, chromium exists 
primarily in the trivalent and hexavalent states, the latter being the predominant species in natural 
water [12].  Chromium in combination with nickel as trace metals function as potential health 
hazard that causes disturbances in gastrointestinal, hepatic and neurological activities. Hexavalent 
chromium generates reactive oxygen species (ROS) which  increase risk for cellular and hepatic 
DNA fragmentation, enhance intracellular oxidised  states, and decrease cell viability with 
necrosis and programmed cell death [13].  

Nickel salts significantly increase the level of lipid peroxidation and simultaneously 
decrease glutathione level and glutathione peroxidase activity in the liver [14]. Lead exposure 
provokes adverse effect on the central nervous system as it is extremely toxic to most of the living 
things [15]. The assimilation of relatively small amounts of lead over a long period of time in the 
human body can lead to the malfunctioning of the organs [16]. 

Heavy metal contamination in aquatic environment exerts an extra stress on fish which 
tend to accumulate the heavy metals in metabolically active tissues and organs [17]. The liver is 
an important organ performing vital functions including biotransformation, migration of vitamins 
and lipids, glycogen storage, and release of glucose into the blood. Heavy metal chelation may 
disrupt the liver tissue by disintegrating the functional and structural properties of the cells. 

Toxicity tests for xenobiotics serves as a sensitive index in predicting and preventing 
damage to aquatic life in receiving waters by regulating the toxic waste effluents [18].  
Assessment of biochemical parameters in damaged fish organ can be used as a diagnostic tool to 
characterise such metal toxicity. There are considerable earlier information assessed by potential 
biomarkers indicating that heavy metals are responsible for many adverse effects in various types 
of fish and other animals [19-21]. In the majority of exotoxicological studies, effects of single 
metals on fish have been evaluated, while studies on the biochemical profile of fish subjected to 
the impact of combined heavy metals are limited. Therefore the aim of this study is to assess the 
biochemical changes in glycogen, lipid and vitamin E in common carp (Cyprinus carbio L.) in the 
case of liver injury by a model mixture of heavy metals, namely lead, cadmium, chromium and 
nickel. 
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Materials and Methods 
 

The freshwater common carp (10-13 cm in length and weighing 35.70 ± 0.60g) were 
collected from ponds of the southern districts of Tamilnadu, India and were acclimatised to 
laboratory conditions for a week. Twenty to twenty-five individuals were used for the 
experiments. All the fish were kept in batches under constant temperature (25±1oC) with a 
controlled photoperiod of 12:12 hour light and dark cycle and constant filtration. Analytical grade 
cadmium chloride, lead nitrate, potassium chromate and nickel sulphate (supplied by BDH, India) 
were used as metal toxicant throughout the experiment. The fish used for this experiment were 
maintained in 200 L recirculating tanks, filled with dechlorinated tap water. The physicochemical 
characteristics of the water during heavy metal induction period and the water used in control 
pond are presented in the Table 1. The water in the control and experimental tanks was changed 
every 3 days. 

 
 

Table 1.  Water quality parameters measured in the control and experimental ponds during heavy 

metal induction period 

Mean ± SD Water Quality Parameter 
Control  Day Night 

Temperature (oC) 
pH 
Electrical conductivity (μS/cm) 
Total dissolved solids(ppm) 
Alkalinity (ppm) 
Total hardness (ppm) 
Dissolved oxygen (%) 
Total ammonia (ppm) 
Salinity (%) 

27 ± 0.2 
7.20 ± 0.2 

1255.00 ± 0.5 
815.75 ± 0.3 
140.50 ± 0.2 
280.45 ± 0.5 

7.2 ± 0.2 
10.80 ± 0.2 
14.6 ± 0.2 

27 ± 0.2 
7.2 ± 0.1 
1650 ± 5 
1072 ± 5 
148 ± 1.2 
355 ± 5 
7.4 ± 0.3 

12.2 ± 0.2 
15 ± 0.5 

27 ± 0.2 
7.1 ± 0.1 
1650 ±5 
1072 ± 5 
147 ± 0.5 
355 ± 5 
7.3 ± 0.2 

11.2 ± 0.3 
14.8 ± 0.1 

 
Note: The values are statistically significant at p < 0.05. 
 

The fish were divided into two groups, with the first group serving as control and the other 
as experimental group. The experimental group was exposed to a sublethal concentration of 5 
ppm of a combined (Cd + Pb + Cr + Ni) metal solution containing 1.25 ppm of each metal ion 
(1/10th of LC50/48h) for a period of 32 days. The heavy metal concentration was selected based 
on preliminary results, which showed a sublethal effect after a 32-day period of exposure.  

The fish was fed with commercially available fish feed at a daily rate of 3-4 % body 
weight throughout the experiment. The control and the experimental groups were starved for 24 
hours before experimentation. Five specimens of the control group and 5 specimens of the metal-
exposed group were then sacrificed during each exposure period of 1, 8, 16 and 32 days. The liver 
tissues of both experimental and control fish were dissected out, blotted free of blood and 
weighed, and processed for biochemical analysis. Glycogen (in mg/mL of liver homogenate) was 
assayed by the method of Seifter et al. [22]. Total lipid (in g/L of liver homogenate) was 
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determined using a method described by Bragdon [23]. Vitamin E content (in g/g tissue) in liver 
homogenate was estimated by the method of Baker and Frank [24]. All the analyses were 
performed by adapting universally accepted standard protocols employing a Hitachi UV-Visible 
spectrophotometer. All experimental results are expressed as mean ± SEM. Paired Student’s t-test 
was employed, and p < 0.001 was considered significant. 

 
 

Results and Discussion 
 

The present study attempts to create awareness concerning the potential severe public 
health issues resulting from the toxic effects of heavy metals as pollutants from industrial, 
agricultural and urban wastes. The toxic effects of heavy metals on fish involve hepatotoxicity, 
neurotoxicity and nephrotoxicity [25]. Bioaccumulation of heavy metals and consequent  
alterations in gills, liver, kidney and flesh of common carp have been reported earlier [26].  

The biochemical profile of the liver of the common carp exposed to a sublethal 
concentration of the combined heavy metal solution (5ppm) for the exposure period of 1, 8, 16 
and 32 days is presented in Table 2. Glycogen reserves in liver tissue were depleted to a lower 
level compared to that of the control fish (p < 0.001). The declined glycogen level explains the 
formation of glucose, a major source of energy by glycogenolysis mechanism.  The content of 
glycogen seemed to increase initially, then showed a marked decline at the end of the 16th day 
onwards as shown in Figure 1. Total lipid in liver tissue exhibited a significant (p < 0.001) 
increase after 32 days of exposure (9.17 ± 0.05 g/L) in comparison to the control value (5.66 ± 
0.06 g/L) as reported in Table 2 and Figure 2. Vitamin E, a chain-breaking lipid-soluble 
antioxidant, showed significant progressively decreased activity (p < 0.001) in the liver of the 
treated groups for the periods studied (Table 2, Figure 3). The result indicated the loss of vitamin 
E in the liver tissue, which served as an effective marker for assessing the degree of damage in the 
liver tissue by the action of heavy metals.  

The decreased glycogen concentration in the liver of common carp could be due to its 
enhanced utilisation as an immediate source to meet the energy demand under metallic stress. 
Depleted glycogen level under chromium stress reported in Labeo rohita [21] also supports our 
research findings. The carbohydrate source is stored as a reserve fuel in the liver and muscle 
tissues of fish for the endogenous derivation of energy during acute and chronic stress [27]. The 
decreased glycogen content as a result of hypoxic or anoxic condition activates the glycolytic 
enzymes via catecholamines that initially enhance glycogen concentration. It was also found that 
cadmium could decrease glycogen reserves in the liver and muscle tissues of Cyprinus carpio 
[28]. 
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Table 2.  The biochemical profile of liver of common carp (Cyprinus carpio L.) exposed to 
sublethal concentration of combined heavy metal solution (5ppm) 
 
Biochemical Duration of Control      Experiment     % Change     Result 
Profile  Exposure  Mean ± S.D      Mean ± S.D 
  (Days)                                   
           
Glycogen 1  0.63 ± 0.03  0.45 ± 0.02     28.57      p < 0.001** 
(mg/mL) 8  0.63 ± 0.03  0.58 ± 0.03       7.94      p < 0.01* 
  16  0.63 ± 0.03  0.38 ± 0.02     39.68      p < 0.001** 
  32  0.63 ± 0.03  0.32 ± 0.03     49.21      p < 0.001** 
 
Total lipid 1  5.66 ± 0.66  6.75 ± 0.06    -19.25      p < 0.001** 
(g/L)  8  5.66 ± 0.66  7.14 ± 0.14    -26.15      p < 0.001** 
  16  5.66 ± 0.66  8.37 ± 0.14    -47.88      p < 0.001** 
  32  5.66 ± 0.66  9.17 ± 0.05    -62.01      p < 0.001** 
 
Vitamin-E 1     1800.85 ± 0.005       1640.67 ± 0.03       8.89      p < 0.001*  
(µg/g.tissue) 8     1800.85 ± 0.005       1536.84 ± 0.04      14.66     p < 0.001*  
  16     1800.85 ± 0.005       1290.25 ± 0.04      28.35     p < 0.001*  
  32     1800.85 ± 0.005       1100.63 ± 0.03      38.88     p < 0.001*  
 
Note:  n = 5  ** Highly Significant  * Significant 
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Figure 1.  Level of glycogen in liver 
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Figure 2.  Level of total lipid in liver 
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Figure 3.  Level of vitamin E in liver 

 

 Indeed, prolonged stress after metal toxicity exerts weakness and hypoxic condition with 
the inability of hepatocytes to propagate the regular cellular metabolism [29]. The decreased 
glycogen content in fish, which was also observed during the present study, alters the enzymes of 
carbohydrate metabolism and might be utilised in the formation of glycoproteins and lipids [30]. 

In relation to the total lipid in this study, it was found that there was a significant increase 
of lipid in the heavy metal intoxicated groups as compared to control fish. Lipid blocks the 
metabolism of hepatic triglycerides due to the defective synthesis of very low density lipoproteins 
which are involved in the transport and mobilisation of triglycerides to extra hepatic tissues [31]. 
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Results of this study show an abnormal increase in lipid, which may induce hyperlipidemia, 
premature atherosclerosis and excessive deposition of fat (obesity) loaded in carp tissues.  
           Vitamin E has a protective effect on the stabilisation of metabolic process in biological 
systems [32]. It performs a vital role in fish health by inactivating harmful oxy radicals stimulated 
by stress and environmental pollution. The reduced vitamin E could be attributed to the aggressive 
activation of heavy metals chelated in the liver. Numerous investigations documented vitamin E 
as exhibiting the greatest protection against heavy metal toxicity in humans and animals [e.g. 33-
35]. In the present investigation the decreased vitamin E might be due to its utilisation as the first 
defense line in the protection of sub-cellular organelles and in the stabilisation of liver cell 
membranes against toxic reactive metabolites provoked by heavy metals. 
 

Conclusions 

The present study has demonstrated that the effects of sublethal concentration of combined 
heavy metals for the exposure period of 1, 8, 16 and 32 days proved to be toxic to common carp 
(Cyprinus carpio L.). Glycogen in the liver tissue was depleted to lower levels compared to that in 
the control fish, while the level of total lipid was significantly increased during the 32 days of 
heavy metal exposure, but that of vitamin E, like glycogen, significantly decreased. The result 
could seriously alter the ability of cells to counteract with heavy metals.  This observation further 
implies that there is dire need to focus on the harmful influences of heavy metals on the 
biochemical activities of aquatic organisms and on the environment at large. 
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Abstract:  In this study, the effects of Terminalia bellerica methanolic extract (0.1, 1, 10, 100 
and 500 g/ml) on the mouse immune system were investigated in vitro. Phagocytic activity and 
lymphocyte proliferation were assayed. The results indicated the effect of the extract (500 g/ml) on 
the stimulation of macrophage phagocytosis, through the production of superoxide anions and acid 
phosphatase, with a phagocytic index (PI) value of approximately 1.5 and 1.3, respectively. For the 
lymphocyte proliferation assay, the extract (500 g/ml) with phytohemagglutinin exhibited maximal 
activation, with a stimulation index (SI) value of approximately 5.8. With concanavalin A, 
lipopolysaccharide, and pokeweed mitogen, similar activation (SI 4.5) of lymphocyte proliferation was 
observed. However, at low concentrations (0.1 g/ml), T. bellerica extract with concanavalin A and 
pokeweed mitogen caused suppressant activity (SI 0.7). The results suggested that the effect of 
extract on T-lymphocyte proliferation occurred through the same mechanism as phytohemagglutinin, 
concanavalin A and B-lymphocyte proliferation through T-cell independent and T-cell dependent 
mechanisms, in manners similar to lipopolysaccharide and pokeweed mitogen respectively. It might be 
concluded that the methanolic extract of T. bellerica affected the mouse immune system, specifically 
both the cellular and humoral immune response in vitro, corresponding with its folklore applications. 
These results can be further applied to the treatment of human immune mediated diseases. 

Keywords: Terminalia bellerica Roxb, in vitro immune response, lymphocytes,     
proliferation, macrophages, phagocytosis 
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Introduction 

Terminalia bellerica Roxb (Combretaceae) is a perennial herb mainly distributed in the tropical 
regions and commonly found in South-East Asia, including Thailand. It is one of the ingredients of 
“tripala”, an Ayurvedic formulation that is believed to promote health, immunity and longevity [1]. 
This formulation, rich in antioxidants, is frequently used in Ayurvedic medicine to treat many diseases 
such as anemia, jaundice, constipation, asthma, fever and chronic ulcers [2]. The fruit of T. bellerica 
has been used to treat various ailments in the folklore medicine [3]. Antibacterial [4], antidiabetic, and 
antioxidant [5] activities of crude extracts of T. bellerica have been reported. The fruit is also reported 
to have purgative [6], cardiac depressant, hypotensive and chleretic effects [7]. Chemically, the 
presence of -sitosterol, gallic acid, ellagic acid, ethyl gallate, chebulagic acid, mannitol, glucose, 
galactose, rhamnose, and fructose have been reported in the fruit of T. bellerica [8-9]. To investigate 
the immunomodulatory effects of the T. bellerica extract in vitro, phagocytic activity of mouse 
peritoneal macrophages on nitroblue tetrazolium dye reduction and lysosomal enzyme activity and 
proliferation of murine splenic lymphocytes using the MTT assay were assayed. 

 
 

Materials and Methods 

Plant material 
Dried fruits of T. bellerica were collected in February 2007 and were authenticated by the 

botanist at the Department of Pharmaceutical Chemistry and Pharmacognosy, Faculty of 
Pharmaceutical Sciences, Naresuan University, Phitsanulok, Thailand. A specimen was prepared and 
deposited at the herbarium of Faculty of Pharmaceutical Sciences, Naresuan University, Phitsanulok, 
Thailand. 
 
Chemicals 

3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT), nitroblue tetrazolium 
(NBT) dye, p-nitrophenyl phosphate (p-NPP), phytohemagglutinin (PHA), concanavalin A (Con A), 
lipopolysaccharide (LPS), pokeweed mitogen (PWM), dimethyl sulfoxide (DMSO), phorbol-12-
myristate-13-acetate (PMA), zymosan A, and antibiotic-antimycotic solution (100 U penicillin, 100 g 
streptomycin, and 0. 25 g/ml amphotericin B) were purchased from Sigma-Aldrich (Germany). β –
Mercaptoethanol and Triton-X were purchased from Fisher Scientific (UK). Fetal bovine serum (FBS) 
and RPMI-1640 medium were purchased from GIBCO/BRL Invitrogen (Scotland).  
 
Animals 

Female ICR mice (5-6 weeks old) were obtained from the National Laboratory Animal Center, 
Mahidol University, Bangkok, Thailand. The animals were housed under standard conditions at      
252 C and fed standard pellets and tap water. The experiments were conducted under the 
surveillance of the Ethics Committee of Naresuan University, Thailand. 
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Preparation of extracts 

The dried fruits of T. bellerica were extracted by maceration in methyl alcohol for 24 h and then 
filtered. The filtrate was evaporated under reduced pressure until dry, and a yield of 31% (w/w of 
dried material) of the extract was obtained. To prepare extract concentrations of 0.1, 1, 10, 100 and 
500 g/ml, the extract was dissolved in 0.1% DMSO in phosphate buffer saline (PBS) solution. 
Insoluble material was removed by centrifugation and the extract solution was sterilised by passage 
through a 0.2 m filter. 0.1% DMSO in PBS was used as control in all experiments. 
 
Preparation of peritoneal mouse macrophages 

Peritoneal macrophages were isolated following intraperitoneal injection of FBS as a stimulant 
[10]. Three days later, the peritoneal exudate was collected by peritoneal lavage with RPMI 1640 
medium supplemented with 10% heat-inactivated FBS, 50 M 2-mercaptoethanol, 100 U penicillin, 
100 g streptomycin and 0.25 g/ml amphotericin B (complete RPMI; CRPMI). The exudate was 
centrifuged at 2000 rpm at 25 C for 10 min, and the cells were washed twice and re-suspended in 
CRPMI medium. The cell number was adjusted to 1106 cells/ml, and cell viability was tested by the 
trypan-blue dye exclusion technique. 
 
Preparation of mouse splenocytes 

Mice were sacrificed, and the spleens were removed aseptically. Single cells were prepared by 
mincing spleen fragments and pressing through a stainless 200-mesh screen in CRPMI medium. After 
centrifugation at 2000 rpm at 25 C for 10 min, the cells were washed twice and re-suspended in 
CRPMI  medium. The cell number was adjusted to 1106 cells/ml, and cell viability was tested by the 
trypan-blue dye exclusion technique.  
 
Nitroblue tetrazolium (NBT) dye reduction assay 

The NBT dye reduction assay was carried out as previously described [11]. Macrophages 
(1105 cells/well) were treated with the extract for 24 h at 37 C in a 5% CO2 humidified incubator. 
Cells were incubated with zymosan A (5106 particles/well) and 3 mg/ml NBT dye. After incubation 
for 60 min, the adherent cells were rinsed vigorously with RPMI medium and washed four times with 
methanol. After air drying, 2 M KOH and DMSO were added and the absorbance was measured at 
570 nm using a microplate reader (Bio-Tek Instrument Inc., USA). The phagocytic index (PI) was 
determined by the ratio of optical density of the test sample to that of the control. 
 
Cellular lysosomal enzyme activity assay 

The cellular lysosomal enzyme activity was used to determine the acid phosphatase activity in 
the phagocytes as previously described [12]. Macrophages (1105 cells/well) were treated with the 
extract for 24 h at 37 C in a 5% CO2 humidified atmosphere. The medium was removed by 
aspiration, and 0.1% Triton X-100, 10 mM p-NPP solution and 0.1 M citrate buffer (pH 5.0) were 
added to each well. The cells were further incubated for 30 min, and 0.2 M borate buffer (pH 9.8) was 
then added. The absorbance was measured at 405 nm using a microplate reader. The PI value was 
calculated as in the NBT dye reduction assay. 
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Mitogen-induced splenocyte proliferation assay 

The MTT technique was used to detect lymphocyte proliferation as previously described [13]. 
The optimum dose (5 g/ml) of mitogen (PHA, Con A, LPS and PWM) was used as positive control. 
Briefly, splenocyte suspensions were treated with extract and mitogen for 48 h at 37 C in a humidified 
5% CO2 atmosphere. Subsequently, 5 mg/ml MTT was added, and incubation continued for 4 h. The 
culture medium was removed by aspiration, and 0.04 M HCl in isopropyl alcohol and distilled water 
was added. The absorbance was measured at 570 nm using a microplate reader. The stimulation index 
(SI) was defined as the ratio of optical density of the test sample to that of mitogen. 
 
Statistical analysis 

All experiments were performed in triplicate and the results were expressed as mean  S.E. 
Statistical significance was analysed using the Student’s t-test. P values less than 0.05 and 0.01 were 
considered significant. 

 

Results and Discussion 
 
Immune activation is an effective and protective approach against emerging infectious diseases 

[14], and alternative medicine is becoming more popular for the treatment of these illnesses. T. 
bellerica has been used as a traditional remedy in Thailand [3] and various pharmacological activities, 
such as antioxidant [5], antibacterial [4], anti-HIV, antimalarial, and antifungal activities [15] have 
been reported. Among the array of medicinal properties attributed to it, a significant one is its 
therapeutic immunomodulating activity. Thus, this in vitro study was undertaken to determine whether 
an extract of T. bellerica fruit has any immunomodulatory activity.  

It is well known that macrophages play a significant role in the defense mechanism against host 
infection and proliferation of tumour cells. The modulation of macrophage antitumour properties by 
various biological response modifiers is an area of interest for cancer chemotherapy [16].  

As shown in Figure 1, macrophages treated with 500 g/ml of T. bellerica extract stimulated 
NBT dye reduction, with the maximum PI value of about 1.5. After treatment, lysosomal activity was 
enhanced, with the PI value being approximately 1.3 compared to the control. The results indicated 
that the extract not only activated oxidative burst reduction, but also stimulated acid phosphatase 
production.  

Although the phagocytic activity of the T. bellerica extract has never been reported, the 
superoxide anion production response of gallic acid, an active component isolated from T. bellerica 
extract, has been discussed. Previous reports of a slight increase of reactive oxygen species (ROS) 
production in macrophage RAW 264.7 cells in response to gallic acid [17] were consistent with our 
results. However, the suppressant effect on macrophage chemiluminescence [18] and the inhibition of 
superoxide scavenging of gallic acid [5] were also presented. Therefore, the compounds responsible 
for phagocytic activity may be either gallic acid or other phytochemicals present in T. bellerica. 
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Figure 1. Effects of T. bellerica methanolic extract on in vitro phagocytosis response of mouse macrophages: (a) 
nitroblue tetrazolium (NBT) dye reduction, (b) lysosomal enzyme activity. Each value represents the mean ± S.E. of 
triplicate experiments, compared to the control.  (*P<0.01, **P<0.05) 

 
The release of nitric oxide, superoxide anion, hydrogen peroxide and lysosomal enzyme from 

activated macrophages is an enzyme-controlled process. So it is possible that the extract may induce 
some alteration in the mechanism of activation of the related enzyme such as phosphotyrosine 
phosphatase, which could result in an increase of O2

– [19]. Moreover, the effect of the extract at high 
concentrations on the stimulation of phagocytic activity may be due to a significant amount of active 
ingredients contained in T. bellerica extract. These observations suggest a possible application of T. 
bellerica to the treatment of microbial infections and cancer.  

Lymphocyte transformation is an in vitro technique commonly used to assess cellular immunity 
in humans and other animals [20]. In this study, the proliferative response of lymphocytes, in terms of 
metabolic activity augmented by the T. bellerica extract, was assessed by a colorimetric MTT assay. 
Since the presence of mitogen in the system can affect the possible activation pathway of the extract  
[21], PHA and Con A were used for T cell activation whereas LPS and PWM were used to stimulate 
B cell proliferation through T cell-independent and T cell-dependent pathways respectively [10].  

In the presence of PHA, the extract at 100 and 500 g/ml stimulated the lymphocyte 
proliferation with the maximum SI value of about 5.8 (500 g/ml), compared to treatment with PHA 
alone. Treatment with extract and Con A caused a dual response in a dose-dependent manner.  The 
extract at low concentrations (0.1-10g/ml) caused suppression of lymphocyte proliferation, with a 
minimal SI value of about 0.7 (0.1 g/ml), while the extract at high concentrations (100 and 500 
g/ml) led to activation, with a maximal SI value of 4.5 (500 g/ml). With LPS, the extract at 100 and 
500 g/ml increased lymphocyte proliferation with a maximal SI value of 4.5 (500 g/ml).  

Moreover, a biphasic dose-dependent response was observed after treatment with the extract 
and PWM, similar to that observed after treatment with extract and Con A (Figure 2).   

 
 
 
 

0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0

0.1 1 10 100 500

Concentration (g/ml)

Ph
ag

oc
yt

ic
 In

de
x

** *

*

*

(a)

0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0

0.1 1 10 100 500

Concentration (g/ml)

Ph
ag

oc
yt

ic
 I

nd
ex

**
***

(b)



 405 
Mj. Int. J. Sci. Tech.  2008, 2(02), 400-407  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Effects of T. bellerica methanolic extract with 5 g/ml mitogen on the in vitro proliferation response of mouse 
lymphocytes: (a) with PHA, (b) with Con A, (c) with LPS, (d) with PWM. Each value represents the mean ± S.E. of 
triplicates, compared to mitogen alone.  (*P<0.01, **P<0.05) 

 
Our investigation suggested that the T. bellerica extract affected T cell proliferation mainly 

through the same mechanism as PHA. The extract with LPS and PWM also affected B cell 
proliferation through T cell-independent and T cell-dependent mechanisms respectively. The results 
indicated that the extract affected cellular mediated immunity (CMI) rather than humoral mediated 
immunity (HMI). The extract inhibited PHA-induced human lymphocyte proliferation [22], but 
induced some enhancement of mouse splenic B-cells [23].  Since both inhibitory and stimulatory 
activities of gallic acid on lymphocyte proliferation have been previously reported, gallic acid might be 
responsible for this activity. Moreover, this circumstantiated the evidence that the same extract exerted 
a biphasic response, depending on the applied concentration. This was in agreement with the effects of 
other plants, which had either stimulatory or inhibitory activities on the immune response [24]. Besides 
gallic acid, there were other phytochemical compounds present in the fruit of T. bellerica, such as 
ellagic acid, ethyl gallate, chebulagic acid and -sitosterol [8-9]. Three lignans and one flavan from the 
T. bellerica extract showed significant anti-HIV, antimalarial , and antifungal activity in vitro [15]  
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Therefore, it is possible that other compounds contained in T. bellerica extract might be 

responsible for the immunomodulatory activity as well. 
 

Conclusions 

The present study has confirmed the traditional uses of T. bellerica, showing it has an 
immunomodulatory property that can differently alter both macrophage phagocytic activity and 
proliferation of splenic lymphocytes. Furthermore, the T. bellerica extract has immunosuppressant 
effects at low concentrations while stimulatory activity is observed at high concentrations. These 
results suggest a potential therapeutic application of this plant in the treatment of disease associated 
with the functions of phagocytes and lymphocytes. In vivo immunological assays and characterisation 
of the mechanism of action of the extract need to be further evaluated.  
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Abstract: An  on-line  flow  injection  analysis (FIA) system for determination  of  lead (II)  in  
water  samples  with  a  preconcentration  step  and  spectrophotometric  detection  was  investigated. 
The system is based on preconcentration of lead (II) on a column packed with Amberlite XAD-4 resin 
and detection by means of 4-(2-pyridylazo)resorcinol (PAR)–lead complex formation with maximum 
absorption at 523 nm. Chemical and FIA variables influencing performance of the system were 
optimised. Two  linear  calibration  curves  with  a  range of  0.01 - 0.40  and  0.40 – 0.80  mg L-1 were  
obtained. The  developed  system  allowed a  throughput  rate of 16 samples h-1 with a 9-fold 
enrichment  factor  and  a  detection  limit  of  7 µg L-1. Relative standard deviation for 10 replicated 
injections of 0.25 mg L-1 was 2.3%.  Recoveries of the method were in the range of 80-94 %. The 
procedure was validated by analysis of lead (II) in real water samples, and the results were statistically 
compared with those obtained by flame atomic absorption spectrophotometry (FAAS). The results 
obtained both by the proposed method and by FAAS were in good agreement. 
  

Keywords:  flow injection analysis (FIA), determination of lead, 4-(2-pyridylazo)resorcinol, 
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Introduction 

Lead belongs to those trace heavy metals that are of major interest in environmental protection 
due to its high toxicity [1]. The determination of lead in environmental samples plays an important role 
in the monitoring of environmental pollution. Lead is used in storage batteries, cable sheaths, solders 
and radiation shields and it is widely distributed in the nature [2]. It is confirmed that most of the lead 
contamination in humans is from foods and drinks consumed. Lead in the water system has a serious 
influence on the quality of life especially in developing countries. Even small amounts of lead that enter 
the environment can result in elevated concentrations that can result in adverse effects. A regular 
absorption of small quantities of lead may cause serious injuries to health such as encephalopathy, 
kidney damage and several adverse effects in the body [3-4]. In natural water, its typical concentration 
lies between 2-10 µg L-1, whereas the upper limit recommended by WHO is less than 10 µg L-1 [5].  
Due to its toxicity and accumulative power, determination of lead has gained a wide interest. This metal 
is generally present in small concentrations in environmental samples, therefore sensitive and selective 
methods for determination of lead are needed. Electrothermal atomic absorption spectrometry 
(ETAAS) is a frequently used technique for determination of lead and other toxic trace elements. This 
technique is, however, very expensive and needs a separation and preconcentration procedure to avoid 
some shortcomings associated with matrix interferences [6]. Flame atomic absorption spectrometry 
(FAAS) is a more frequently used technique due to its simplicity and lower cost, although this method 
has a limited sensitivity for lead so a preconcentration step is often required to improve the detection 
limit [5, 7-9]. Other detection techniques are also used such as inductively coupled plasma mass 
spectrometry (ICP-MS) [10], hydride generation-inductively coupled plasma-atomic emission 
spectrometry (HG-ICP-AES) [11], and X-ray fluorescence spectrometry [12]. However, the 
spectrophotometric method is still one of the most important detection techniques in flow injection 
analysis for the determination of lead due to its ease of handling and comparatively low cost as well as 
its speed, precision and accuracy.   

However, the lead content in natural water samples is incompatible with the detection limit of 
the spectrophotometric detection. To solve this problem a preconcentration procedure is required. Solid 
phase extraction is an attractive technique based on the use of a sorbent that retains the analyte, which is 
then eluted from the sorbent using a suitable solvent [13]. Various sorbents such as activated carbon 
[14], silica gel polymeric fibre [15-16] and Amberlite XAD resins [4-5, 13, 17-18] have been used to 
preconcentrate trace metal ions from various media. However, there is no report in the literature on the 
use of Amberlite XAD-4 packed in a minicolumn for preconcentration and determination of lead by 
flow injection analysis with spectrophotometric detection.  

This present work reports on the procedure for the determination of lead in natural water 
samples by an on-line flow injection analysis system coupled with a minicolumn containing Amberlite 
XAD-4 resin (a non-ionic polystyrene-divinylbenzene polymer with a high surface area of 725 m2 g-1) 
which is usually used as solid adsorbent to adsorb hydrophobic molecules from a polar solvent. 
Amberlite XAD-4 has aromatic moieties in its structure which give the polymeric absorbent excellent 
physical, chemical and thermal stability [19].  In addition, this resin has a high surface area and a 
suitable pore size for Pb(II) to be adsorbed before elution. However, the pH of the solution in this 
determination must be strictly controlled in order to enhance the selectivity. In this present study, the 
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optimisation of conditions for the on-line preconcentration and flow injection determination of lead has 
been carried out and applied successfully for natural waters.   
 
Materials and Methods   

Materials 
 All the reagents used were of analytical reagent grade, and the solutions were prepared in 

deionised water. A Pb (II) stock solution (100 mg L-1), obtained by dissolving 0.1598 g of lead nitrate 
(Fluka, switzerland) in deionised water and 2 mL of concentrated nitric acid then making up the 
solution to l L, was used to prepare working standard solutions of lead in the range 0.10-0.70 mg L-1. A 
0.20 mol L-1 hydrochloric acid used as eluent solution was prepared from dilution of 4.27 mL 
concentrated hydrochloric acid (36%; J.T. Baker, U.S.A.) to 250 mL with deionised water.   
 A 3 × 10-4 mol L-1 4-(2-pyridylazo)resorcinol monosodium hydrate (PAR) (Fluka) solution was 
obtained by dissolving 0.0178 g the chemical in 250 mL deionised water. Borate buffer solution (pH 9) 
was prepared by dissolving 19.08 g of sodium tetraborate (Ajax Finchem, New Zealand) in 1000 ml of 
deionised water. 

 
Preconcentration column 

The acidic and basic impurities of Amberlite XAD-4 resin (Acros Organic, USA) were removed 
as described earlier [18] prior to its use. The preconcentration column was prepared by packing a small 
acrylic plastic tube (1.3 cm in length  1 mm i.d.) with the Amberlite XAD-4 resin. The ends of the tube 
were fitted with a commercial absorbing cotton to keep the adsorbent material inside the tube. 

 
Apparatus and method 

A flow injection manifold is depicted in Figure 1. It consists of two pumps (FIAS300 Perkin 
Elmer, Germany), a UV-Vis spectrometer (Lamda 2S, Perkin Elmer, Germany) as detector which has 
been described in previous papers [20-21]. The preconcentration column was incorporated with a six-
way valve. The Amberlite XAD-4 was cleaned by passing deionised water into the column. The sample 
was loaded and passed through the column for 210 s with a flow rate 2.2 mL min-1, after which time the 
valve was switched to allow HCl (0.20 mol L-1) solution to pass through the column with a flow rate of 
2.9 mL min-1 to elute the analyte. Then, the eluate was merged with the PAR solution and the buffer 
solution (pH 9) at the flow rate of 1.0 and 1.8 mL min-1 respectively, to form complex with the reagent 
in the reaction coil. The complex was detected at 523 nm [22] in a flow-through cell (8 L internal 
volume). PTFE tubing was used as flow lines and reaction coil in the system.  
 

Results and Discussion 

Optimisation of chemical and FIA variables 

The operational conditions of the on-line FIA system and chemical variables were optimised in a 
univariant fashion in order to achieve a high signal and reproducibility. Both chemical and flow variables 
were studied using the flow system shown in Figure 1.  
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Figure 1.  FIA system with on-line preconcentration: R1 = eluent stream (0.20mol L-1 HCl), R2 = 
buffer solution, R3 = 3.010-4 mol L-1 PAR solution,  S = sample, P = peristaltic pump, I = injection 
valve, C = minicolumn, RC1 = reaction coil 1, RC2 = reaction coil 2, D = detector, W = waste, R =  
recorder or computer 
 
Preconcentration system 

A. Sample loading time and flow rate 
The sample loading time was investigated using 0.10-0.70 mg L-1 Pb(II) solutions at a sample 

flow rate of  2.2 mL min-1. The result (Figure 2) clearly demonstrates that the sensitivity increases with 
an increase in preconcentration time and then gradually levels off, implying insufficient capacity of 
Amberlite XAD-4 resin and concentration of hydrochloric acid as eluent. Therefore, the loading time at 
210 seconds was chosen as optimum time for subsequent experiments. The effect of sample loading 
flow rate was investigated by variation of the flow rate of sample at constant loading time. This means 
that the amount of Pb(II) passing through the column was changed as a function of flow rate. The result 
in Figure 3 shows that the best sensitivity and good reproducibility is obtained at a flow rate of 2.2 mL 
min-1. (The sample flow rate higher than 2.2 ml min-1 gave distorted and  double-peak signals due to 
high dispersion of sample zone in the FIA system and insufficient amount of resin for sorption.)  
 
B. Elution 

 Dilute hydrochloric acid whose concentration was varied between 0.10 and 0.30 mol L-1 was 
selected for the elution of sorbed Pb(II) ions. The result indicated that 0.20 mol L-1 HCl was suitable for 
eluting Pb(II) without losing sensitivity. The optimum eluent flow rate was also determined to be 2.9 
mL min-1. All studied variables and their optimum values are listed in Table 1. 
 
FIA system 

The influence of PAR concentration, used in pH 9 buffer solution, on complex formation was 
also studied within the range of 110-4-510-4 mol L-1. As shown in Figure 4, further increase in PAR 
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concentration above 310-4 mol L-1 does not give a significant increase in the sensitivity measured. The 
PAR concentration of 3 10-4 mol L-1 was therefore chosen.  

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  Effect of sample loading time on the sensitivity of Pb(II) determination using 1.3 cm  1.0 
mm column and sample flow rate of 2.2 mL min-1        
 

  
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
Figure 3.  Effect of sample flow rate on the sensitivity of Pb(II) determination using 1.3 cm  1.0 mm 
column and sample loading time of 210 s          
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Variation of the buffer solution and PAR solution flow rates was investigated between 0.8-2.2 
mL min-1. The best responses were obtained at a flow rate of 1.0 and 1.8 mL min-1 for buffer and PAR 
solution respectively. The flow rate of higher than 2.2 mL min-1 was not used in order to avoid the 
dispersion and reduce consumption of the reagents. 

In addition, the mixing coils were made from PTFE tubing with internal diameter and length of 
the two reaction coils (RC1 and RC2 in Figure 1) being 0.7 mm/400 mm and 0.7 mm/200 mm 
respectively. A longer coil and larger diameter gave broad and less intense signals due to excessive 
dispersion of the reactants into the sample stream.  All studied variables and their optimum values are 
listed in Table 1.  
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4.  Effect of PAR concentration on the sensitivity of Pb(II) determination 

 
Interference study 

Potential interferences present in natural water, mainly Zn(II), Cd(II), Mn(II), Fe(II) and Ca(II), 
were evaluated. The levels of tolerated concentration of foreign ions were considered as maximum 
concentration found to cause less than 5 % change in signal compared with the signal for 0.25 mg L-1 
Pb(II) solution. Fe(II), Ca(II), Cd(II) or Zn(II) up to 10 g L-1 did not interfere with this determination. 
The maximum allowable values for Mn(II) and Cu(II) were 100 g L-1 and 50 g L-1 respectively.  
Thus, the pH for the determination of Pb(II) must be strictly controlled to enhance its specificity, 
coupled with using a solution containing phosphate and citrate to mask several interferences [23].  

 
Analytical performance 

 The flow system using 210 s preconcentration time shows two linear ranges of concentration 
from 0.01 to 0.40 and 0.40 to 0.80 mg L-1. The calibration curve is represented by the regression 
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equation A= 2.403x + 0.0111, r2 = 0.9975 and A= 1.278x+0.530, r2 = 0.9970 where A is the 
absorbance and x is the concentration of Pb(II) in mg L-1. The detection limit estimated as three times 

 
Table 1.  Optimisation of FIA variables 

 
Variable Studied range Optimum value 

Sample loading time (s) 60-300 200 
Elution time (s) 30-90 60 
HCl concentration (mol L-1) 0.10-0.30 0.20 
PAR concentration (mol L-1) 1 10-4-5 10-4 310-4 
pH of buffer solution 5-11 9 
Flow rate (mL min-1) 
   - sample 
   - HCl 
   - PAR 
   - buffer 

 
1.5-3.0 
2.2-3.5 
0.8-2.2 
1.0-2.2 

 
2.2 
2.9 
1.8 
1.0 

Reaction coil 1 (mm) 
     - i.d. 
     - length  

 
0.5-1.0 
200-500 

 
0.7 
400 

Reaction coil 2  (mm) 
     - i.d. 
     - length 

 
0.5-1.0 
200-600 

 
0.7 
200 

 

the standard deviation was 7 g L-1. The repeatability of the method was calculated as the relative 
standard deviation (RSD) of the maximum absorbance from 10 replicates of injection of the standard 
solution containing 0.25 mg L-1 Pb(II), which was found to be 2.3%. The sample throughput of this 
method was 16 samples per hour. The recovery of lead from natural water samples was also studied. As 
can be seen in Table 2, the recovery of lead spiked to the water samples ranges from 80 to 94%. The 
result confirms the validity of the proposed method for the preconcentration of lead. Moreover, the 
preconcentration factor was calculated by comparing the slope of the analytical curve obtained before 
and after the preconcentration procedure [2],  and was found to be ca. 9. 

 
Table 2.  The recovery results 

Concentration of Pb(II)  (mg L-1) Samples 
Found Added Detected  % Recovery 

0.15 0.14 80 
0.25 0.22 80 
0.15 0.15 90 

3 
 

5 

0.02 
 

0.015 
0.25 0.25 94 
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Determination of lead in natural water samples 

 The on-line column preconcentration coupled with FIA method for lead determination was 
validated against FAAS method. The real water samples were collected from rivers and canals around 
Naresuan University in Phitsanulok province. To avoid effects of interference ions, the pH for the PAR-
Pb(II) complex formation was carefully controlled and the determination carried out by using standard 
addition method to eliminate any matrix effect in the water samples. The results obtained (Table 3) have 
been calculated by assuming 100% recovery of lead ions. The statistical pair of t-test was used to 
compare the results from both methods. The results revealed no significant difference (tcal = 2.56 and 
tcritc 95%,4 = 2.77) between them.  
 

Table 3.  Concentration of lead in real water samples (N=3) 
 

Concentration  of  Pb(II) (mg L-1) 
Sample 

Proposed method FAAS 
1 0.057 ± 0.015 0.045 ± 0.003 
2 0.057 ± 0.011 0.034 ± 0.007 
3 0.053 ± 0.016 0.051 ± 0.002 
4 0.060 ± 0.011 0.038 ± 0.005 
5 0.038 ± 0.015 0.037 ± 0.002 

 
Conclusions 

A simple, sensitive and low-cost FIA method with on-line preconcentration employing a column 
containing Amberlite XAD-4 resin has been proposed for the determination of lead in natural water. It 
gives good accuracy and reproducibility up to a maximum concentration of 0.25 mg L-1 Pb(II) with a 
relative standard deviation of lower than 5%. The result can be obtained in 5 min after the sample 
introduction and the sample throughput is 16 h-1. The proposed system can achieve a detection limit of 
7 g L-1 and a recovery of 80-94%. The preconcentration factor is 9-fold for the 7.7 mL sample 
loading.  This method offers two linear detection ranges from 0.10-0.40 and 0.40-0.80 mg L-1. The 
method has been applied successfully to the analysis of real water samples and the results obtained are 
in good agreement with those obtained by FAAS method.  
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Abstract:  A  simple, cheap  and  highly  sensitive  system  with  on-line  preconcentration  using  solid-
phase  extraction  in  conjunction  with  flow  injection  spectrophotometry  for  the  determination  of  
tetracycline   residues  in  milk  samples  is  described. C18  was  used as packing  material  in  a  
designed  minicolumn used for preconcentration of tetracyclines.  Tetracycline  standard  or  sample  
solutions  were  dissolved  in  a mixed buffer  solution of pH 4.0  containing  boric  acid, citric  acid  
and  sodium  phosphate, then  loaded  to  the  minicolumn  for  6  min followed  by  elution  with a 
solution containing methanol : mixed buffer  solution (40:60 by volume) of pH 6.5 The absorbance of 
the eluate was measured at 370 nm. The  calibration  graph  was  linear  in  the  range  of  0.20-1.00, 
0.20-4.00, and 0.20-1.00 mg L-1 for tetracycline (TC), oxytetracycline (OTC), and  chlortetracycline 
(CTC) respectively.  The limits of detection  were  0.08, 0.10, and 0.09mg L-1 for TC, OTC, and CTC 
respectively. Relative standard  deviations  for 20 replicated determinations of 0.20, 0.40, and 0.60  mg 
L-1 of TC were  7.03, 7.23, and 6.55 % respectively. Per cent  recoveries  for  four  commercial  types  
of  milk:  U.H.T.,  pasteurised,  raw,  and  sterilised milk  were  in  the  range of  86–109 (TC),  90–109 
(OTC), and  89–108 (CTC).  The  sample  throughput  was  6  h-1.   
 

 
Keywords:  tetracycline, oxytetracycline, chlortetracycline, tetracycline residues, solid-phase extraction 
flow injection spectrophotometry 
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Introduction  

     The tetracyclines (Figure 1) have served for decades as an important class of antibiotics for the 
health of food-producing animals. They are antibiotics with a broad antibacterial spectrum and 
bacteriostatic activity, and have a good activity against acute diseases caused by Gram-positive and 
Gram-negative bacteria. They are licensed for use in a variety of food-producing animals including 
cattle, pigs, sheep, poultry and fish [1]. The use of these drugs has become a serious problem as regards 
their residues in milk or meat, which can be directly toxic to or else cause allergic reactions in some 
hypersensitive individuals. Even more important, low-level doses of the antibiotic in foodstuffs 
consumed for long periods can lead to problems regarding the spread of drug-resistant microorganisms. 
To ensure human food safety, maximum residue limits (MRLs) have been set for tetracycline, 
chlortetracycline and oxytetracycline in a number of tissue types, e.g. 0.3 mg kg-1 in liver, 0.6 mg kg-1 in 
kidney, 0.2 mg kg-1  in eggs and 0.1 mg kg-1  in milk and muscle tissues [2-3].  

Generally, the presence of tetracyclines in milk arises from their use as part of therapy to treat 
animal diseases such as bovine mastitis and sometimes, in low concentrations, as constituents of animal 
feed to increase feed utility in accelerating animal growth. The availability of a simple and automatic 
method to control traces of these antibiotics in milk is of great analytical interest. High-performance 
liquid chromatography (HPLC) is one of the most popular and sensitive techniques for this purpose. 
Firstly, however, isolation of the tetracyclines from milk using some type of extraction and/or clean-up 
is required. One widely-used technique is solid-phase extraction (SPE). The tetracyclines are extracted 
then subjected to clean-up on a C8 [4], a C18 [5] and a copolymeric [6] SPE column followed by 
injection in the HPLC column. Because almost without exception these methods are time-consuming, 
the availability of alternative methods is always desirable.  

Flow injection analysis (FIA) is a well-known technique that offers improvement in most batch 
methods, especially in the high sample throughput. For the tetracyclines, there are a few FIA methods 
available with several types of detection such as chemiluminescence [7], electrochemical method [8-9], 
and spectrophotometry [10-11]. The spectrophotometric FIA detection [10] for the tetracyclines is 
based on the formation of a coloured product by their reaction with 4-aminophenazone and 
hexacyanoferrate(III). However, this method has a limited concentration range. Under optimised 
conditions, the tetracyclines were determined in the range of 1-20 and 20-250 mg L-1. The lowest limit 
of detection is 0.2 mg L-1 for doxycycline [10]. 

SPE off-line performance is both time consuming and complicated, and thus it is usually the 
slowest step of the analysis. One of the possibilities to facilitate and accelerate the analysis of samples is 
to integrate the mentioned preparation of samples with the use of SPE directly to FIA. There are some 
major trends in the on-line coupling of SPE to FI manifolds: (i) direct application of the real samples, 
without any pre-treatment, to the flow injection system ; (ii) integration of reaction (retention) and 
detection; and (iii) miniaturisation as a means of reducing sample and reagent consumption.  In  the  
present  work, a simple system of  on-line  preconcentration  using  SPE  in  conjunction  with  flow  
injection  spectrophotometry with low  instrumental  cost, high  sensitivity  and  low  detection limit has 
been developed for the determination of tetracycline residues in milk. The  method  is  based  on  the  
retention  of  the  tetracyclines  onto  C18  and elution with mixed buffer  solution  and  methanol  
adjusted  to pH 6.5.  The  optimum  conditions  of  this  system  were  also  studied  such  as  
wavelength, size  and length  of the minicolumn,  type  of  eluent, preconcentration  time, and  flow  rate  
of reagent. The performance of the developed system provided an enrichment factor [12] of about 30.    
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Materials and Methods   

Chemicals and reagents 

 All  chemicals were of analytical-reagent  grade, except  where  otherwise  stated. Deionised 
water was used.  
 Tetracycline (TC)   standard  solution  (SIGMA, U.S.A) was dissolved  in  acetate  buffer (pH 
4.0). Working  standard  solutions (0.1-1.0 mg L-1)  were  daily  prepared  by  adequate  dilution of 50 
mg L-1 TC, the stock standard solution, in  the  acetate  buffer.  
           Mixed buffer  solutions of pH  ranging  from  2.0  to  7.5   were prepared  by dissolving boric  
acid (Merck, Germany) (12.37 g), citric   acid (Fisher  Scientific, UK) (10.51 g) and trisodium  
phosphate dodecahydrate (Fisher  Scientific, UK) (38.01 g) in de-ionised water, then diluting  to  1 L.     
 A mixture of methanol (LAB-SCAN, Ireland) and mixed buffer solution (pH 6.5)  at 40:60 
volume ratio was used as eluent.  
 The  reagents  used for  extraction of  tetracycline antibiotics  from  milk  were  prepared from 
trichloroacetic acid (Fluka, Switzerland), citric acid  monohydrate (Merck, Germany), disodium 
hydrogenphosphate  dihydrate (Merck,Germany),  and ethylenediaminetetraacetic  acid (EDTA)  
disodium  salt (Fisher  Scientific, UK). 
 
 

 

 

 

 

 

Sample preparation procedures 
 
 Tetracycline residues were determined in four commercial types of milk: U.H.T., pasteurised, 
sterilised, and raw milk obtained from a local market of Phitsanulok area in 2005. All samples were 

Figure 1.  Structures of tetracycline antibiotics 
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collected in labeled dark plastic bags, transported to the laboratory and stored for a short time at 4oC 
prior to analysis. 

 An 5 mL aliquot of milk was placed in a glass centrifuge tube and 5 mL of 1.0 M trichloroacetic 
acid was added with shaking. Then 15 mL of Mcllvain buffer (consisting of 10.5 g citric acid 
monohydrate, 14.2 g disodium hydrogenphosphate dihydrate, and 30.25 g EDTA disodium salt in 1 L 
of de-ionised water) was added and the mixture was centrifuged at 6000 rpm for 15 min. The 
supernatant was then passed through a filter with 0.45-m pore size  followed by application to an 
online solid phase extraction-flow injection analysis (SPE-FIA) system. 

 
The on-line SPE-FIA 
 

The  on-line  SPE  with  flow  injection  spectrophotometric  manifold  is  shown  in  Figure 2.  
A  stream  of  solution (R1)  containing  a tetracycline (standard  or sample) and eluent (R2)  were  
controlled  by a  peristaltic  pump (P, BIO  RED, U.S.A). The tetracycline  was  loaded  to  a  designed 
minicolumn (Figure 3) packed  with  C18  resin (Alltech, U.S.A).  This  minicolumn replaced  the  
sample  loop  of the injection  valve (Omnifit, England). The tetracycline  adsorbed  on the  resin  was  
desorbed  by  a stream  of  eluent (methanol : pH 6.5  buffer  solution = 40:60)  and  carried past  a  
flow-through  cell (Hellma, Germany)  located  in  the  spectrophotometer (Ultrospec  4050, LKB  
BIOCHROM, UK)  connected  to  a  computer. All    the  tubing used  was Teflon (0.8 mm id.), except 
the pump  tubing which was  Tygon.  Connections  were  made with  flexible  T-piece sleeves  . The  
absorbance  of  the tetracycline, which  is  proportional  to  its  concentration, was  recorded  at  370  
nm. Therefore, the  amounts  of the tetracycline  in  sample  can  be  calculated from the calibration 
curve plotted between peak area and tetracycline concentration. 

 

 
Figure 2.  Flow injection manifold for the determination of tetracycline residues in milk:  
P = peristaltic pump,  V = injection valve,  D = detector (spectrophotometer),  PC =  
personal computer, R1 = sample, R2 = eluent 
 
 
Recovery experiments, quantitative evaluation and detection limits 
 
 Milk samples were fortified at 0.3, 0.5, 0.7, and 0.9 mg L-1 by adding a solution of the 
tetracycline. The per cent recoveries of four commercial milk samples were in the range of 86-109% 
(for TC), 90-109% (for OTC), and 89-108% (for CTC). The detection limits calculated by using a 
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signal-to-noise (S/N) ratio of 3 [13] were 0.08, 0.10, and 0.09 mg L-1 for TC, OTC, and CTC 
respectively. The quantity of each of the tetracyclines was calculated by applying the standard addition 
method. 

 

 
 
 
Figure 3.  Minicolumn for the determination of tetracycline residues in milk (packing solid phase should 
be C18 resin, 35-75 m) 
 
 
Results and Discussion   

 In order to develop the method, various experiments were carried out. First, the absorption 
spectra were recorded to select the working wavelength. The influences of the following variables were 
then studied and the optimum values established: (a) preconcentration time; (b) pH of standard 
solutions; (c) type and pH of eluent; (d) flow rate; and (e) size and length of the designed minicolumn. 
Table 1 shows the initial conditions for optimisation of the on-line SPE-FIA using univariate method. 
After optimisation, the analytical figures of merit were studied. Finally, the developed procedure was 
applied to real milk samples. 

 
Table 1. Initial conditions for optimisation of on-line SPE-FIA system for determination of tetracyclines 
 

Condition Initial value 

wavelength 370 nm 
TC concentration 0.1, 0.5 and  1.0 mg L-1 

eluent 
(methanol : pH 7.0 mixed buffer 

solution) 

   
50: 50 by volume 

Flow rate 0.5 mL min-1 
Size of minicolumn  1.0 cm  in length,  0.3 cm i.d. 
Solid-phase packing C18,  35-75 m  
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Absorption spectra 

      The UV-VIS spectrum of TC (5 mg L-1 in mixed buffer solution of pH 7.5) was obtained by batch 
method. The maximum absorption wavelength of TC was 370 nm as shown in Figure 4. This value was 
also obtained for OTC and CTC. Because of their polarity, the tetracyclines cannot be eluted from a 
polar normal-phase SPE cartridge (i.e. florisil, cyanoproply, silica) and reverse-phase SPE cartridges are 
more commonly used [14]. The C18 clean-up method combined with Mcllvaine buffer containing EDTA 
disodium  salt for extraction was introduced in 1983 for the first time and appears to be the current 
standard method for the extraction and clean-up of tetracyclines in foods. Therefore, C18 was chosen as 
the packing material packed in the designed minicolumn, and the working wavelength was fixed at 370 
nm.  

 

 

 

 

 

 

 

 

 

 

Preconcentration time 

      The  influence  of   preconcentration  time on the analytical sensitivity was investigated  between  2-
8 min. As expected, the analytical sensitivity progressively increased with increasing preconcentration 
time (Figure 5). However, the peak shape of TC became distorted and broadened  (not useable) when 
the preconcentration time was higher than 6 min. Thus, the preconcentration time of 6 min was chosen 
for the experiment.   
 
pH of TC standard solution 

The influence of pH of the mixed buffer solution used for dissolving the TC  standard  was  
examined  by  varying  the  pH  in  the  range  of  2.0-7.5. As shown in Figure 6, the optimum pH that 
gave a high sensitivity for the analytes was in the acidic range (pH 3-4). At pH values higher than 4, the 
analytical sensitivity decreased significantly. A  working  pH  value  of  4.0  was  chosen  since  the  
analytical sensitivity  was  highest. 
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Figure 4.  UV-VIS absorption spectrum of  TC (5 mg L-1 in pH 7.5 mixed buffer solution) 
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Type and pH of eluent 

 The eluents containing methanol:mixed buffer solution at different ratios (10:90, 20:80, 30:70, 
40:60, 50:50, and 60:40) were tested. It was found that bubbles were formed when more than 50% of 
methanol was used and the peak shapes became broadened when more than 60%of the buffer solution 
was used. The ratio of 40:60 for methanol to buffer solution was therefore chosen as eluent for TC. The  
influence of  pH of the buffer solution used as eluent  was  investigated  by  varying  the  pH  in  the  
range  of  2.0-7.5.  As shown in Figure 7, a working  pH  value  of  6.5  was  chosen  since  the  
sensitivity  was  highest  at this pH. 

 

Figure 5. Effect of preconcentration time on analytical sensitivity for tetracycline standard 
solution 

Figure 6.  Effect of pH of buffer solution (for dissolving TC) on analytical sensitivity for 
tetracycline standard solution 
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Flow rate 

      The effect of flow rate was investigated between 0.3-0.8 mL min-1. When the flow rate increased the 
analytical sensitivity (Figure 8) and the elution time progressively decreased and, consequently, the 
sampling frequency increased (3 h-1 at 0.3 mL min-1 to 7 h-1 at 0.6 mL min-1). At lower flow rate, the 
peaks of TC were broader than those obtained at higher flow rate. However, no peak of TC at low 
concentration was detected when using flow rate higher than 0.6 mL min-1. This is apparently due to 
low sorption of TC on the C18 resin. As a compromise, a 0.5 mL min-1 flow rate was chosen. 

 

 
 

 

Figure 7.  Effect of pH of mixed buffer solution (eluent) on analytical sensitivity for 
tetracycline standard solution 

Figure 8.  Effect of flow rate on analytical sensitivity for tetracycline standard solution 

    Flow rate (mL min-1) 
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Size and length of designed minicolumn 

 In order to determine tetracycline residues in milk, preconcentration on the C18 resin packed  in  
a minicolumn is the crucial step. The  influence  of  size  and length of  the designed minicolumn was 
then tested as exhibited in Table 2. It was found that the analytical sensitivity was strongly dependent on 
the length of the minicolumn. However, as the length increased the total analysis time also increased. 
Thus, the minicolumn type 1 (1.0 cm length and 0.3 cm i.d.) was chosen for the preconcentration 
purpose. 
 
 
Table 2.  Effect of minicolumn dimension on analytical sensitivity for tetracycline standard solution 
 

Size of  minicolumn Type 
Length (cm) i.d. of 

minicolumn 
(cm) 

Cell  volume 
(cm3) 

Analytical  sensitivity* 
(mV s /mg L-1) 

1 1.0 0.3 0.071 374162 
2 3.0 0.3 0.210 661810 

           * in triplicate 

 
Figures  of  merit 

      Using the optimum conditions obtained (Table 3), figures of merit of the method proposed for the 
determination of tetracyclines are provided in Table 4. The linear range of the tetracyclines was 0.08-
1.00 mg L-1 for TC, 0.20-4.00 mg L-1 for OTC and 0.20-1.00 mg L-1 for CTC, with regression 
coefficients higher than 0.99 in all cases. It can be seen from Table 4 that the detection limits of TC, 
OTC, and CTC are lower than the MRL of each tetracycline [2-3]. Thus, the proposed on-line SPE-FIA 
is suitable for the determination of the tetracyclines in food samples. 
 
 
Table 3.  Optimum  values  of  the  variables  of   on-line  SPE  with  flow  injection  
spectrophotometric system  for  the  determination  of  tetracyclines 
 

Variable Range  studied Optimum value 
1. Wavelength  of 
tetracycline  standard  
solution (nm) 

300-700 370 

2. Preconcentration  time 
(min) 

2-8 6 

3.  pH of  tetracycline  
standard  solution 

2.0-7.5 4.0 

4. pH  of  eluent 2.0-7.5 6.5 
5. Ratio  of  eluent        
(methanol:buffer solution) 

10:90, 20:80, 30:70,  
40:60, 50:50, 60:40 

40:60 

length (cm)       i.d.(cm) 
     1.0                   0.3 

6. Size  of  minicolumn 

     3.0                   0.3 

length (cm)       i.d. (cm) 
    1.0                   0.3 

7. Flow rate (mL min-1) 0.3-0.8 0.5 
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Table 4.  Figures  of  merit  of the proposed method for determination of tetracyclines 
 

Calibration curve Standard  solutions 
Linear range 

(mg L-1) 
Detection limit  

(mg L-1) 
 [13] Sensitivity 

(mV s /mg L-1) 
r2 

TC 
0.08-1.00 0.08 321198 0.9947 

OTC 0.20-4.00 0.10 171091 0.9909 

CTC 0.20-1.00 
 

0.09 162191 0.9916 

 
 
Analysis of milk samples 

      The proposed method was applied to the determination of TC, OTC and CTC in four  commercial  
types  of  milk:  U.H.T.,  pasteurised,  raw, and  sterilised. For this purpose, different amounts of the 
tetracyclines were added to each sample in order to carry out the recovery study. It was found that, 
fortunately, tetracyclines were not detected in any of the original samples. From Table 5, the per cent 
recoveries obtained were in the range of 86–109 for TC, 90–109 for OTC, and  89–108 for CTC. 
       Unlike HPLC, the proposed method obviously cannot discriminate between TC, OTC and CTC in 
a sample. Nevertheless, it is quite convenient to operate, uses less reagent and produces less waste. 
Moreover, since the tetracyclines can be preconcentrated on the minicolumn by an enrichment factor of 
30 [12], the method is good enough for analysis of milk samples. 

 
 
Table 5.  Percent recovery obtained from the proposed method for determination of tetracyclines in 
four types of milk 
 

Milk sample 
 

 
Standard 

Added 
(mg L-1) 

Found 
(mg L-1) 

% Recovery 
(n = 3) 

TC 0.30 
0.50 
0.70 
0.90 

0.26 
0.54 
0.73 
0.86 

86 
109 
105 
96 

OTC 0.30 
0.70 
0.90 

0.32 
0.64 
0.94 

107 
92 
104 

 U.H.T. 

CTC 0.30 
0.50 
0.90 

0.32 
0.47 
0.91 

106 
95 
101 
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Milk sample 
 

 
Standard 

Added 
(mg L-1) 

Found 
(mg L-1) 

% Recovery 
(n = 3) 

TC 0.30 
0.50 
0.70 
0.90 

0.26 
0.54 
0.73 
0.88 

88 
108 
104 
97 

OTC 0.30 
0.50 
0.70 
0.90 

0.27 
0.54 
0.70 
0.88 

90 
109 
101 
98 

Pasteurised 

CTC 0.30 
0.50 
0.70 
0.90 

0.27 
0.53 
0.73 
0.87 

89 
107 
105 
96 

TC 0.30 
0.50 
0.70 
0.90 

0.28 
0.51 
0.74 
0.87 

94 
101 
105 
97 

OTC 0.30 
0.50 
0.90 

0.27 
0.54 
088 

90 
109 
98 

Raw 
 
 
 
 
 
 
 

 
CTC 0.30 

0.50 
0.70 
0.90 

0.32 
0.48 
0.66 
0.93 

108 
97 
95 
103 

TC 0.30 
0.50 
0.70 
0.90 

0.31 
0.51 
0.65 
0.93 

103 
103 
94 
103 

OTC 0.30 
0.50 
0.70 
0.90 

0.30 
0.49 
0.69 
0.90 

101 
100 
100 
100 

Sterilised 

CTC 0.30 
0.50 
0.90 

0.30 
0.49 
0.90 

102 
99 
100 
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Conclusions   

 The first use of on-line SPE-FIA for the determination of tetracycline antibiotics in real milk 
samples was described. It is highly sensitive as a result of the  preconcentration  of  the tetracyclines  
onto the C18  resin. Only small  amounts  of  sample, sorbent  and  reagent  are  required. A high  
enrichment  factor  can  be  attained  by  employing  large  sample  volumes,  making it possible to  
work  at  different  concentration  levels. Tetracycline residues, however, were not detected in the 
studied milk samples collected.  
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Abstract: A study was conducted under greenhouse nursery condition on the efficacy of seven 
indigenous arbuscular mycorrhizal (AM) fungi in the improvement of growth, biomass, nutrition and 
phytochemical constituents, namely total phenols, ortho dihydroxy phenols, flavonoids, alkaloids, 
tannins and saponins, in the roots and leaves of Plectranthus amboinicus (Lour) Spreng. Seedlings 
were raised in polythene bags containing soil inoculated with isolates of seven different indigenous 
AM fungi, viz. Acaulospora bireticulata, A. scrobiculata, Gigaspora margarita, Glomus aggregatum, 
G. mosseae, G. geosporum,  and Scutellospora heterogama. P. amboinicus seedlings raised in the 
presence of AM fungi generally showed an increase in plant growth, nutritional status and 
phytochemical constituents over those grown in the absence of AM fungi. The extent of growth, 
biomass, nutritional status and phytochemical constituents enhanced by AM fungi varied with the 
species of AM fungi inhabiting the roots and leaves of P. amboinicus seedlings. Considering the 
various plant growth parameters, nutritional status of the plant, total phenols, ortho dihydroxy phenols, 
alkaloids , flavonoids , tannins, and saponins in the roots and leaves, it was observed that Gigaspora 
margarita is the best AM symbiont for P. amboinicus used in this experiment. 
 

Keywords:  Plectranthus amboinicus, AM fungi, biomass, nutrition, phytochemicals 
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Introduction 

The introduction of beneficial organisms into soil is a present crux of applied mycorrhizal 
research. Utilisation of mycorrhizal biofertilisers in the cultivation of medicinal and aromatic plants is 
of recent interest. Arbuscular mycorrhizal (AM) fungi have been used to enhance the plant growth and 
yield of medicinal crops and to help maintain good soil health and fertility that contributes to a greater 
extent to a sustainable yield and good quality of the products [1]. The activity has gained momentum in 
recent years due to the higher cost and hazardous effects of heavy doses of chemical fertilisers. These 
fungi are a ubiquitous group of soil fungi colonising the roots of plants belonging to more than 90% of 
the plant families [2]. These zygomycetous fungi represent an important component in the soil 
microbial biomass due to their ubiquity and their direct involvement in essential processes at the plant-
soil interface [3]. Interest in this association is mainly because of the manifold benefits conferred on 
the host by the fungi. They are known to improve the nutritional status of plants as well as their growth 
and development, and to protect plants against root pathogens and confer resistance to drought and soil 
saline condition [4]. With over 130 species of AM fungi recognised and classified [5] and the wide 
host range they inhabit, there exists a wide variation in the ways they benefit the host, which in turn are 
related to the extent of the colonisation of host roots by the fungus. The extent of the root colonisation 
varies with several soil and climatic factors apart from the host involved. However, these fungi show a 
preferential colonisation to hosts and thus the extent to which the host benefits depends of the fungal 
species involved in the symbiosis [6]. The existence of inter- and intra-specific variations among the 
plant species involved in relation to their phosphorus requirement and the ability of the host to 
translocate the native soil phosphorus further determine the efficacy of these fungi [7]. Thus it is 
essential to screen for an efficient AM fungus for a particular host in order to harness the maximum 
benefit from the fungus. Furthermore, since AM fungi cannot be grown on laboratory media, 
production of a large quantity of the inoculum for inoculation of the soil under field conditions is 
difficult. Nevertheless, since most of the commercially important medicinal crops are raised under 
nursery conditions before being transplanted to the main field, the inoculation of soil in the nursery 
would not only result in the saving of the inoculum needed but also help in better establishment of the 
transplanted seedlings. 

There are few published reports on the influence of AM fungi on the growth, nutrition and 
phytochemical constituents of medicinal plants [1,8,9,]. Indian borage (Plectranthus amboinicus Lour. 
Spreng.) is an important medicinal plant largely used in Indian siddha medicine and the leaves are used 
for the treatment of urinary diseases, epilepsy , chronic asthma, cough, bronchitis, and malarial fever, 
in addition to acting as a powerful aromatic carminative. Hence the present investigation was done to 
screen for an efficient AM fungus for P. amboinicus and also to study the effects of the association on 
the growth, biomass, nutritional status and phytochemicals, viz. total phenols, ortho di-hydroxy 
phenols, alkaloids, flavonoids, tannins and saponins in the leaves and roots of P. amboinicus.  
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Materials and Methods 

This investigation was carried out under nursery condition in a glass house. The soil used in 
this study was collected from an uncultivated field at a depth of 0-30 cm and was classified as fine, 
entisol, isohyperthermic kanhaplustalfs. The soil pH was 7.2 (1:10 soil to water extract ratio), and it 
contained 2.7 ppm available phosphorus (extractable with NH4F + HCl) and an indigenous AM fungal 
population of 60 spores/50 g of soil. Nursery was raised by sterilising the seeds of P. amboinicus with 
5% chloramine T solution for 30 min, then washing and sowing in poly bags (10 x 15 cm) containing 
sterilised soil: vermiculite mix (1:1v/v). Ruakura nutrient solution at 50ml per poly bag was applied 
once in 10 days. After 30 days seedlings were transplanted to polythene bags of size 25 x 15 cm 
containing 2 kg of unsterilised soil:sand:compost in the ratio of 2:1:0.5 (v/v/v). 

The AM fungal species used in this study (Table 1) were isolated from the rhizosphere soil of 
Indian borage cultivated at the herbal garden of Tamil University, Tamilnadu, India. These AM fungal 
species were isolated by using wet sieving and decanting technique [10]. The species level 
identification of different AM fungal species was done following the keys provided by Trappe [11] and 
Schenck and Perez [12]. These fungi were multiplied using sterilised sand:soil mix (1:1 v/v) as the 
substrate and onion as the host. After 90 days of growth, shoots of onion was severed and the substrate 
containing hyphae, spores and root bits was air dried and used as inoculum. The inoculum potential 
(IP) of each culture was estimated adopting the Most Probable Number (MPN) method as outlined by 
Porter [13]. The soil in each polythene bag was mixed with this inoculum at different rates so as to 
maintain an initial IP of 12,500 per polythene bag. Each bag containing the potting mixture, with or 
without AM inoculum as the treatment may be, was planted with one seedling of P. amboinicus. One 
set of plants without inoculation was the control. Each treatment with 5 replications was maintained in 
a glass house and watered regularly so as to maintain the field capacity of the soil. Ruakura plant 
nutrient solution [3] without phosphate was added to the polythenebags at the rate of 50 ml per 
polythene bags once in 15 days. 

Ninety days after transplanting, the plants were harvested for determination of the mycorrhizal 
status, growth response, nutritional status and phytochemical constituents. Plant height was measured 
from soil surface to the growing tip of the plant. Dry biomass was determined after drying the plant 
sample at 60ºC to a constant weight in a hot air oven. Soil sample (50 g) was collected from each 
polythene bag and subjected to wet sieving and decantation method as outlined by Gerdemann and 
Nicolson [10] to estimate the population of spores. The root system was removed and assessed for AM 
fungal infection by the grid-line intersect method [14] after clearing the roots with 10% KOH and 
staining with trypan blue (0.02%) as described by Phyllips and Hayman [15]. Estimation of soil 
aggregates (<50µm size), which indirectly denote the extent of external hyphae in soil, was done as 
described by Van Bavel [16]. 

Phosphorus and potassium content of the plant tissue were determined by employing the 
vanadomolybdate phosphoric yellow colour and flame photometric method [17] respectively. Atomic 
absorption spectrophotometry was employed to estimate zinc, copper and iron content of the plant 
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samples, using respective hollow cathode lamps. Sturdiness quotient, biovolume index (a measure of 
the total volume of a seedling), and quality index, which reflects the quality of a seedling, were 
determined using the formulae given by Hatchell [18]. The content of secondary metabolites, viz. total 
phenols [19], ortho dihydroxy phenols [20], flavonoids, tannins, saponins, and alkaloids in the leaves 
of the tested plants, were assayed according to the methods described by Sadasivam and Manickam 
[21] and Zakaria [22]. The data thus generated were subjected to statistical analysis of completely 
randomised block design and the means were separated by Duncan's Multiple Range Test (DMRT) 
[23]. 

 
 

Results and Discussion 

In the field survey, Indian borage plants growing in uncultivated P-deficient sandy loam soils 
were almost the same as those growing in cultivated soils. Microscopic examination of their roots 
revealed extensive colonisation by AM fungi with 94.5% level of infection. A large number of inter 
and intra-matrical vesicles were noticed between 120µm and 140µm in size. The vesicles were globose 
to subglobose and the subtending hyphae were simple. Based on the morphological characters, the AM 
fungal isolate was identified as Glomus species. Altogether seven AM fungi were isolated from root-
zone soils and identified (Table 1). Among them Glomus aggregatum and Gigaspora margarita were 
predominant. However, Acaulospora and Scutellospora rarely occurred. Soil-borne auxiliary cells of 
Gigaspora and Scutellospora were also isolated and identified. 

 
 
Table 1.  Different native AM fungi and their influence on growth of P. amboinicus  
 

Plant height (cm) Plant dry weight (g/plant) Treatment Shoot Root Shoot Root 
Control (without AM fungi) 62.0a 23.5a 16.5a 12.5a 
Acaulospora bireticulata 68.6b 28.6b 19.8b 18.2b 
Acaulospora scrobiculata 66.4b 28.2b 18.8b 17.5c 
Gigaspora margarita 90.6d 52.4d 24.5d 23.2d 
Glomus aggregatum  84.5cd 42.0cd 23.8c 19.9b 
Glomus geosporum  72.4c 34.5c 20.2bc 19.8b 
Glomus mosseae 86.5d 46.2cd 24.0c 20.4cd 
Scutellospora heterogama  68.5b 29.2b 19.2b 17.6c 
 
Note:  Means (n = 5) in each column followed by the same letter are not significantly different (p < 
0.05) from each other according to DMR test.  
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The growth response, nutritional status and mycorrhizal development of plants raised in sandy 
loam soils were assessed for the impact of inoculation with different native AM fungi. The responses 
of the Indian borage plants to inoculation with different AM fungi were found to be varied. 
Mycorrhizal inoculation resulted in a significant increase in height, biomass, nutrient content and 
phytochemical constituents of P. amboinicus seedlings. However, there was no positive correlation 
between plant growth parameters and mycorrhizal colonisation. Earlier studies also showed the same 
trend for medicinal plants subjected to AM inoculation [1,9, 24-25] and these studies also indicated the 
host preference to the AM fungi. Bagyaraj and Varma [4] and Jeffries [26] stressed the need for 
selecting efficient native AM fungi for plant species. The present study conducted with an objective of 
screening for an efficient indigenous AM fungi for P. amboinicus seedlings has also resulted in varied 
plant growth responses to different AM fungi. 

Mycorrhizal treatments resulted in an increase in the number of spores in the rhizosphere soils 
and this was maximum with Gigaspora margarita followed by Glomus mosseae. It is well known that 
enhanced nutritional status of a plant is manifested in its improved growth [26]. P. amboinicus plants 
grown in the presence of  AM fungi showed a general increase in such growth parameters as plant 
height and total dry weight as against those grown in soils uninoculated with AM fungi (Table 1). 
The nutritional status of P. amboinicus seedlings, viz. phosphorus, potassium, zinc, copper and iron 
content, was also significantly higher in plants raised in soil inoculated with AM fungi (Table 2). 
Seedlings raised in the presence of Gigaspora margarita showed an increase of 108%, 81%, 82%, 
80.5% and 82.5% in the tissue P, K, Zn, Cu and Fe content respectively as compared to seedlings 
raised as uninoculated control. The extent of increase in plant P, K, Zn, Cu and Fe content varied 
among the fungi studied with seedlings grown in the presence of Gigaspora margarita containing 
significantly highest content of these nutrients, followed by those grown in the presence of Glomus 
aggregatum and G. mosseae. Such a variation in the plant nutrient status in relation to the fungal 
species for other medicinal plant species is well documented [1,24]. The enhancement in growth and 
nutritional status is also related to the per cent root colonisation apart from several soil and 
environmental factors. 

The phytochemical constituents total phenols (ortho di-hydroxy phenols, flavonoids, alkaloids, 
tannins and saponins) of P. amboinicus seedlings were found to be significantly higher in plants raised 
in soil inoculated with AM fungi (Table 3), with seedlings raised in the presence of Gigaspora 
margarita showing the most increase of all phytochemical constituents in the plant tissues. Such a 
variation in the phytochemical constituents in relation to the fungal species for other medicinal plant 
species is also well documented [1,27]. 
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Table 2.  Influence of native AM fungi on P, K, Zn, Cu, and Fe content in shoot and root of P. 
amboinicus  
 

 
Note: Means (n = 5) in each column followed by the same letter are not significantly different (p < 
0.05) from each other according to DMR test.  
 

 
Table 3. Influence of different native AM fungi on phytochemical costituents in the leaves of P. 

amboinicus  
 

Treatment 
Total phenols 
(g/g fresh 

wt.) 

o-Dihydroxy- 
phenols 

(g/g fresh 
wt.) 

Flavonoids 
(µg/g dry 

wt) 

Alkaloids 
(µg/g dry 

wt.) 

Tannins 
(µg/g dry 

wt) 

Saponins 
(µg/g dry 

wt.) 

Control (without AM fungi)  95.0a 65.2a  3.12a  4.32a  0.280a 0.160a 
Acaulospora bireticulata 120.5c  75.2d  3.25b  4.38b  0.290b 0.172b 
Acaulospora scrobiculata 114.2b 70.2b  3.16b  4.36b  0.298b 0.176b 
Gigaspora margarita 130.5d 85.4d  3.76d 5.12d  0.435d 0.210d 
Glomus aggregatum  128.2d  82.3d 3.62c  4.86c  0.382c 0.195c 
Glomus geosporum  118.5b  80.5c  3.58c  4.82c  0.365c 0.192b 
Glomus mosseae 129.2d  83.4d  3.64cd  5.01d  0.395d 0.199c 
Scutellospora heterogama  115.5b  72.72b  3.18c  4.38b  0.340ab 0.185b 
 
Note: Means (n = 5) in each column followed by the same letter are not significantly different (p < 
0.05) from each other according to DMR test.  
 
 

Other items studied in relation to effects of soil inoculation with AM fungi are shown in Table 
4. Gigaspora margarita and Glomus mosseae inhabited a significantly higher percentage of roots 
compared to other AM fungi. Similarly, spore number was also highest in the soil samples inoculated 
with Gigaspora margarita followed by soil inoculated with Glomus mosseae, indicating a better 
proliferating ability of these fungi with P. amboinicus as the host. 
 
 
 
 

Treatment 
Phosphorus 

content 
(mg/plant) 

Potassium 
content 

(mg/plant) 

Zinc 
content 

(µg/plant) 

Copper content 
(µg/plant) Iron content 

(µg/plant) 

Control (without AM fungi) 3.29a 3.2a 162.8a 61.7a 59.5a 

Acaulospora bireticulata 5.50b 4.1b 195.0bc 74.9b 64.2b 

Acaulospora scrobiculata 5.38ab 4.2c 198.5b 105.8c 72.8c 

Gigaspora margarita 6.56d 5.4d 296.9d 112.3d 95.6d 

Glomus aggregatum  6.23d 4.2c 280.9c 108.9d 92.2d 

Glomus geosporum  5.95c 4.4c 241.3bc 98.5c 88.5c 

Glomus mosseae 6.35d 4.6c 286.2d 109.2d 94.2d 

Scutellospora heterogama  5.45b 3.4a 223.2bc 104.4c 88.2c 
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Table 4.  Effects of soil inoculation with AM fungi on per cent root colonisation, spore numbers in 
root zone soil, percent aggregation of rhizosphere soil, sturdiness quotient, biovolume and quality 
index of P. amboinicus  
 

 Treatment 
AM fungi 
colonisation 
in root (%) 

Number of 
AM fungi 
spores / 100 g 
of soil 

Aggrega-
tion of soil 

Sturdiness 
quotient 

 
Biovolume 
index 

 
Quality 
index 

Control (without AM fungi) 0a 0a 18a  16.4a  2442.2a 0.45a 
Acaulospora bireticulata 53.5b 320b 36b  16.8b  2526.4b 0.46b 
Acaulospora scrobiculata 45.5b 310b 39b  16.9b  2527.2b 0.47b 
Gigaspora margarita 92.5d 760d 52d 17.4d  3245.4d 0.58d 
Glomus aggregatum  85.5cd 680cd 48c  17.1c  3162.8c 0.55c 
Glomus geosporum  82.0cd 620cd 42c  16.9c  2526.4b 0.47b 
Glomus mosseae 88.5cd 690cd 45c  17.2d  2975.9b 0.56c 
Scutellospora heterogama  63.0c 460c 32b  16.6b  2469.4b 0.46b 
 
Note: Means (n = 5) in each column followed by the same letter are not significantly different (p < 
0.05) from each other according to DMR test.  
 

Mycorrhizal fungi are also implicated in soil structure improvement by increasing soil 
aggregation by their hyphae [28]. Soil aggregation is a measure of the amount of extramatrical hyphae, 
which is in turn related to the efficiency of the fungus [24]. This observation is further strengthened by 
the present study as mycorrhizal fungi used in this study significantly improved the aggregation of soil 
compared to that of the control (Table 4). Soil aggregation was highest in soil inoculated with 
Gigaspora margarita and Glomus aggregatum in that order. Other seedling parameters (sturdiness 
quotient, biovolume index and quality index) were also found to be all higher than those of the control, 
the increase being to the extent of 6.08%, 33.20% and 29.4% respectively (Table 4). Such values 
indicate a sturdier stem and a greater dry weight of the plant, qualities which are desirable among 
nursery seedlings [1,18].  

AM fungi differ greatly in their symbiotic effectiveness which depends on their preference for 
particular soils or host plant specificity [29], direct ability to stimulate plant growth, rate of infection, 
competitive ability, and tolerance to applied chemicals. Giving weighting to quality index, but not 
neglecting the other parameters, Gigaspora margarita and Glomus mosseae were found to be the best 
and the next best fungus respectively for inoculating P. amboinicus in the nursery in order to obtain 
healthy, vigorously growing seedlings that could establish and perform better when planted in sandy 
loam soils.  
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Conclusions     

P. amboinicus seedlings show varied responses to different AM fungi, with Gigaspora 
margarita confering greater benefits compared to all other fungi used in this study. Further 
consideration of the ability for higher root colonisation, plant biomass, biovolume index, and mineral 
and phytochemical constituents suggested that a clear and specific relationship exists between a 
particular species of fungus and the plant. 
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Abstract:   Aluminium lakes have been prepared by electrocoagulation employing aluminium 
as electrodes. The electrocoagulation is conducted in an aqueous alcoholic solution and is completed 
within one hour. The dye content in the lake ranges approximately between 4-32%. 
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Introduction 

Lake pigments or lakes [1]  are a class of pigments composed of  organic dyes that have been 
rendered insoluble by interaction with a compound of a metal, e.g. barium sulphate, calcium sulphate, 
and aluminium hydroxide. The interaction may involve the precipitation of a salt in which the 
proportions of dye to metal are fixed, or it may be a less well defined attraction between the dye and 
the surfaces of particles of the inorganic compound. Some lakes are prepared by a combination of both 
processes. Lakes considerably extend the range of colours available in the production of paints, 
cosmetics, and inks for printing and lithography. Moreover, they can also be used as food colours [e.g. 
2]. 
 Basically, a lake pigment is prepared by interaction of a freshly formed metal compound with a 
dye. As an example, madder (alizarin) lake can be produced by reacting the dye alizarin (in the form of 
an emulsifiable paste) with aluminium hydroxide formed by reaction between aluminium sulphate and 
sodium carbonate [3]. A little phosphate and calcium salt are also added. The method suffers, however, 
from a relatively high reaction temperature (100oC or boiling temperature) and a long reaction time (6 
hours in this case). 
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Discussion 
 
 We have attempted successfully to prepare a number of lake pigments by a simple method 
which requires a lower temperature and a much shorter preparation time. The method makes use of 
electrocoagulation, an electrochemical process long known in waste water treatment researches [4]. In 
this process, a set-up for electrolysis is employed. In its simplest form, a pair of metal plates, usually 
aluminium or iron, is used as electrodes. They are dipped into an aqueous solution or suspension 
containing a supporting electrolyte (usually sodium chloride of about 0.2 % concentration).  Direct 
current is then passed through the aqueous medium in a container via the two electrodes.  
 The reactions that occur as the result of the above operation have been elucidated and 
established [e.g. 5,6].  In the case of using aluminium as electrodes, the aluminium will be oxidised at 
the anode to aluminium ions, while water molecules are dissociated into hydrogen molecules and 
hydroxide ions at the cathode. Aluminium hydroxide (and other hydrated forms of aluminium) 
molecules are thus formed as a result. As well known, these molecules are efficient adsorbents for 
many types of molecules or particles, including those of most dyes. 
 However, if the dye molecules happen to be phenolic in nature, e.g. most natural 
anthraquinones and flavonoids, another type of interaction is most likely to occur in which a complex 
in the form of a metal phenolate salt is formed from the metal ions (e.g. Al3+) and the phenolic dye 
molecules [6]. If the dye molecules are acidic in nature due to the presence of a carboxyl group or 
sulphonic acid group, similar salt formation will also occur. All these metal salts or complexes as well 
as the adsorbate containing Al(OH)3 above are insoluble and will precipitate or coagulate from the 
aqueous solution. Thus, in effect, a lake has been formed. If the electrodes used are aluminium, this 
will then become an aluminium lake.  
 Preparation of a lake by electrocoagulation has two important advantages over conventional 
methods of preparation. Firstly, the preparation time is much shorter since coagulation of a dye 
electrolytically can be completed in an hour or less. Completion of coagulation can be observed 
visually when the electrolysed solution becomes colourless or very pale in colour. Secondly, no 
external heating is required since the electrolytic process can be and is normally carried out at ambient 
temperature, although the electrolysed solution will gradually warm up slowly by itself. 
 Factors that determine the percentage of dye in the resulting lake include the relative solubility 
of the dye in water and alcohol, and the coagulation time, although these are not always mutually 
exclusive. Normally, the water-soluble dye will be electrocoagulated most readily. The percentage of 
the dye in the coagulum will then be large. If the dye is less water soluble, alcohol has to be added to 
make it more soluble. Electrocoagulation in an aqueous alcoholic solution [7-9] usually takes place 
less readily, i.e. requires more time and even then may not be complete. In this case the percentage of 
the dye in the coagulum will be smaller due to more formation of the metal compound (e.g. aluminium 
hydroxide).  In our case, we can achieve a percentage range of approximately 4-32 depending on the 
individual dye.  
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Preparation Details 
 
 Lakes from 5 dyes, viz. alizarin, purpurin, erythrosine, chlorophyllin, and amaranth, were 
prepared. A representative procedure is as follows. 
 Two aluminium plates (dimension 14 x 5 cm) were used as electrodes. These were spaced 3 cm 
apart and dipped 5.5 cm into a magnetically-stirred ethanolic (up to 85%) dye solution (250 ml) 
contained in a 400-ml beaker. Sodium chloride was added to the solution as supporting electrolyte at a 
concentration of 0.2%. Direct current (about 0.6 A) was passed through the solution via the two 
aluminium electrodes until the dye solution was colourless or very pale in colour. The resulting 
precipitate was filtered and dried to afford the lake pigment. The IR spectra of all the lakes prepared 
were very similar to that of aluminium hydroxide, which confirms the presence of this compound as 
the main matrix in the lakes obtained. Typical results are shown in Table 1 and Figure 1.   
 
Table 1.  Results of preparation of 5 lake pigments by electrocoagulation 
 
   Dye used Starting 

weight of 
    dye   
     (g) 

       Dye 
concentration 
in electrolysed 
   solution 
    (%w/v) 

 Time for 
 complete 
coagulation 
 (minutes) 

Weight of 
     lake 
obtained 
     (g) 

% Dye in 
    lake 

Alizarin       0.05         0.02       30      0.87       5.7 
Purpurin       0.10         0.04       30      0.97     10.3 
Erythrosine       0.10         0.04       30      0.90     11.1 
Chlorophyllin       0.10         0.04         5      0.31     32.2 
Amaranth       0.10         0.04       60      2.78       3.6 
 

 

 
 
 
 
 
 
 
      1           2            3           4           5                  1           2            3            4           5 
 
                                 A                                                                        B 
Figure 1.  Aluminium lakes prepared by: (A) conventional method [3]  and (B) electrocoagulation 
method  (1 = lake alizarin, 2 = lake purpurin, 3 = lake erythrosine, 4 = lake chlorophyllin, and 5 = lake 
amaranth) 
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Conclusions 
 
 Electrocoagulation can be used to prepare lake pigments from dyes. In this short report, 
aluminium lakes from a number of dyes have been prepared successfully by this simple technique, in 
which a much shorter time as well as a lower temperature is required. 
 
Acknowledgements 
 
 The Graduate School of Chiang Mai University is gratefully acknowledged for its partial 
support financially for this project. We would also like to thank our supervisor, Dr. Duang 
Buddhasukh, for his guidance throughout the course of the work. 
 
References 

1.   Encyclopaedia Britannica, 15th Edn., Micropaedia Vol. 5, Encyclopaedia     
      Britannica Inc., Chicago, 1981, p. 996. 
2.   A. Downham and P. Collins, "Colouring our foods in the last and next  
       millennium", Int. J. Food Sci. Tech., 2000, 35, 5-22. 
3. "Pigments through the ages",  
       http://www.webexhibits.org/pigments/indiv/recipe/alizarin.html  (retrieved on   
       23 July 2008). 
4.   W. Phutdhawong and D. Buddhasukh, “Applications of Electrocoagulation”,  
      Chotana Print Co. Ltd., Chiangmai, 2007. 
5. M. Y. A. Mollah, R. Schennach, J. R. Parga, and D. L. Cocke,  
      "Electrocoagulation (EC)--science and applications", J. Hazardous Mat. B84,  
      2001, 29-41. 
6.   W. Phutdhawong, S. Chowwanapoonpohn, and D. Buddhasukh,  
      "Electrocoagulation and subsequent recovery of phenolic compounds", Anal.  
       Sci., 2000, 16, 1083-1084.  
7. K. Jumpatong, W. Phutdhawong, S. Chowwanapoonpohn, M. J. Garson, S. G. 
      Pyne, and D. Buddhasukh, "Electrocoagulation in aqueous alcoholic  
      solutions", in "Trends in Electrochemistry Research" (Ed. M. Nunez), Nova  
      Publishers, New York, 2007, Ch. 5. 
8. N. Chairungsi, K. Jumpatong, W. Phutdhawong, and D. Buddhasukh, "Solvent effects in 

electrocoagulation of selected plant pigments and tannin", Molecules, 2006, 11, 309-317. 
9. N. Chairungsi, K. Jumpatong, P. Suebsakwong, W. Sengpracha, W. Phutdhawong, and D. 

Buddhasukh, "Electrocoagulation of quinone pigments", Molecules, 2006, 11, 514-522. 
 
© 2008 by Maejo University, San Sai, Chiang Mai, 50290 Thailand. Reproduction is permitted for 

noncommercial purposes. 


